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INFO Working Paper

This paper explores algorithmic governance as a complement to democratic preference aggre-
gation. Cost estimates and mechanism designs represent theoretical frameworks intended to
stimulate discussion rather than implementation-ready specifications.

The Problem in One Sentence: Current incentive structures reward political actors for things
other than improving measured outcomes, so resources flow to those other things regardless of
available evidence about what would actually work.

The Solution: Lock spending to outcomes. Citizens vote on the goal (e.g., “maximize median
income”). Algorithms optimize spending to hit the goal. Independent data sources verify results.
Allocation follows the metric, not discretionary judgment.

What this is NOT:
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• NOT central planning. Citizens choose goals democratically; politicians still vote yes/no
on budgets. The algorithm proposes; humans decide. This is closer to a financial advisor than
a dictator.

• NOT replacing human judgment. Hybrid architecture preserves discretion for genuinely
novel situations. Optimocracy handles routine allocation; humans handle edge cases and value
conflicts.

• NOT assuming perfect metrics. Metrics will be gamed. But gaming costs are far lower
than capture costs (see objections table below). Index funds provide strong precedent that
metric-bound systems outperform discretionary management despite imperfect tracking.

• NOT requiring government adoption. The wrapper architecture works as a permanent
advisory layer. Fund enough Incentive Alignment Bonds to reward politicians who follow good
recommendations, and ignoring those recommendations becomes politically costly.

• NOT utopian. Start with private outcome funds and prediction markets, demonstrate
results, scale through proven performance. No revolution required, just better incentives.

1 Abstract
Political actors optimize for what gets them reelected: campaign contributions, constituent services,
ideological positioning. These differ systematically from what improves measured outcomes like
median income or life expectancy. This isn’t a character flaw; it’s how incentive structures work.
The result: systematic resource misallocation.

The cost: Peer-reviewed estimates suggest suboptimal policy costs 20-40% of potential output.
Rent-seeking alone costs 0.2-23.7% of GDP12. Migration restrictions cost 67-147% of global GDP20.
US regulations since 1980 have made the economy 25% smaller than it would have been21. Global
corruption: 5% of GDP. We call this the Political Dysfunction Tax: 20% (95% CI: 9%-39.3%)
of what the economy could produce, lost to allocations that diverge from outcome-maximizing
alternatives.

The mechanism: Optimocracy proposes rules-based spending tied to outcomes citizens actually
want (median income growth, health outcomes). Citizens vote on the goal; algorithms optimize
spending to achieve it; independent data sources verify results. No politician decides which contractor
gets the earmark. The metric does.

The scope: This isn’t replacing politicians with robots. Politicians still vote on budgets, but they
face new incentives. Optimocracy publishes recommendations for each major vote; legislators vote
however they choose; their alignment with recommendations is tracked publicly. When outcomes
are measured years later, those whose voting records aligned with evidence-based recommendations
receive larger payouts via Incentive Alignment Bonds. This is performance pay for politicians: follow
the evidence-based “index,” get paid when it works. Citizens choose what to optimize (democratic
choice, made rarely). Algorithms recommend how (consistent analysis, transparent methodology).
Politicians decide whether to follow (accountability, recorded alignment). Human judgment handles
genuinely novel situations and value conflicts.

The depolarization effect: Current politics rewards tribal opposition. Support your party’s
policies, oppose theirs, regardless of evidence. Research shows public support for the same policy
flips dramatically based on which party controls the White House. Optimocracy shifts the question
from “whose policy?” to “what works?” When outcomes are measured and politicians are rewarded
for results, the incentive to reflexively oppose good policy disappears. The metric improves or it
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doesn’t. The algorithm doesn’t know which party proposed the budget.

The post-truth necessity: Current democracy assumes a shared factual basis: voters see the
same events and interpret them through different values. That assumption is collapsing. Already,
identical videos of police shootings produce opposite interpretations along purely tribal lines (not
different values applied to shared facts, but different perceived facts). AI-generated deepfakes will
complete this collapse. When any video can be fabricated, and any authentic video dismissed as fake,
there is no shared factual substrate for democratic deliberation. Optimocracy bypasses narrative
entirely. It doesn’t matter what videos circulate or which stories gain traction. The metric (median
income, life expectancy, crime rates) either improves or it doesn’t. You can argue about causation,
but you cannot deepfake the Census Bureau.

The complexity imperative: Modern policy problems exceed human cognitive capacity. Climate
mitigation requires modeling feedback loops across decades and continents. Pandemic preparedness
requires predicting zoonotic spillover in ecosystems we barely understand. AI governance requires
anticipating capabilities that don’t yet exist. The human brain evolved for small-group politics,
not trillion-dollar global systems with nonlinear dynamics. Traditional democracy asks voters to
evaluate policies they cannot possibly understand. Optimocracy asks voters only to specify goals
(longer lives, higher incomes, cleaner air) and measures whether those goals are achieved. The how
is delegated to systems that can process complexity; the what remains democratic.

The intergenerational extraction problem: Democracy systematically exploits those who
cannot vote: future generations. Politicians optimize for current voters (disproportionately older,
more reliable, present). The result: climate debt transferred to the unborn, unfunded pension
liabilities, deferred infrastructure maintenance, national debt accumulation. Every generation
consumes the patrimony of the next because the next has no representation. Optimocracy can include
intergenerational welfare metrics: life expectancy trajectories, debt-to-GDP paths, infrastructure
condition indices. The algorithm doesn’t discount future citizens to zero just because they can’t
show up at the polls.

The speed mismatch: Democratic deliberation operates on year-to-decade timescales. Technologi-
cal change (AI capabilities, biotech breakthroughs, climate tipping points) operates on month-to-year
timescales. By the time democratic consensus forms on regulating a technology, the technology has
transformed. By the time legislation passes, the problem has mutated. Governance designed for
horse-drawn policy problems cannot keep pace with exponential technological change. Optimocracy’s
algorithmic optimization can respond faster while preserving democratic goal-setting: citizens choose
the destination once, the system continuously adjusts the route.

The expert capture collapse: The 20th-century model of “trust the experts” is failing. Experts
are captured by the industries they regulate. Pharmaceutical companies fund the research, financial
institutions staff the agencies, tech platforms employ the academics. Yet populist rejection of
expertise produces worse outcomes: COVID denial, climate skepticism, vaccine hesitancy. Neither
“trust the experts” nor “trust the crowd” works when both are compromised. Optimocracy offers a
third option: trust measured outcomes. The metric doesn’t have a consulting contract with industry.
The metric doesn’t need to win an election. The metric either improves or it doesn’t.

The attention economy sabotage: Social media algorithms optimize for engagement, which
means optimizing for outrage, tribal signaling, and emotional arousal. The information environment
in which democratic deliberation occurs is actively designed to prevent nuanced policy discussion.
Calm analysis of tradeoffs doesn’t go viral; inflammatory accusations do. The platforms that mediate
political discourse have financial incentives directly opposed to good governance. Optimocracy
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bypasses the attention economy entirely. It doesn’t matter which narrative went viral or which
accusation trended. The metric (median income, life expectancy, crime rate) doesn’t care about
engagement. You can’t rage-bait the Census Bureau.

Common objections (brief responses; detailed analysis in Challenges section):

Objection Response

“Goodhart’s Law: metrics get gamed” Yes, but estimated gaming losses (10-30%) <
estimated capture losses (20-40%). Index
funds demonstrate metric-bound systems win
despite gaming.

“Who controls the oracles?” Multiple independent sources (Census, Fed,
academics), median aggregation. No single
entity controls measurement.

“This is undemocratic” More democratic: citizens actually get what
they voted for. Current system: vote for
outcomes, get captured allocation.

“What about edge cases and novel situations?” Hybrid architecture preserves human
discretion. Algorithms handle routine
allocation; humans handle genuine novelty.

“Central banks tried this and failed” Central banks shifted capture from politicians
to financial sector. We learn from this:
diversify oracles, measure outcomes not
inputs.

“Politicians will never give up power” They don’t have to. Wrapper architecture
works as advisory layer. IABs make ignoring
good advice politically costly.

The precedents: Index funds stopped fund managers from picking stocks. Returns improved
and fees dropped. Formula-based programs like Social Security cost-of-living adjustments remove
annual political battles over benefits. Both show that removing discretion can improve outcomes.
Both also show risks: index funds can be front-run; formulas can be gamed at the design stage. We
also examine failures: Soviet planning, COVID policy, credit rating agencies, algorithmic trading,
and central banks (which replaced political capture with financial sector capture). The question
is comparative: which failure modes are more damaging, and can we design systems that resist
capture better than existing ones?

The politics: You can’t reallocate resources away from current recipients and expect them to stay
quiet. Reform requires compensating those who lose from optimization: paying them to support
change rather than block it. We propose Incentive Alignment Bonds: compensation for those
currently benefiting from suboptimal allocation, making reform a positive-sum deal rather than a
zero-sum fight.
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2 Introduction: The Political Dysfunction Problem

2.1 Why Information Alone Fails

Rankings of government programs by cost-effectiveness already exist. The Copenhagen Consensus
publishes rigorous benefit-cost analyses: childhood vaccinations (101:1 BCR), e-government pro-
curement (125:1), maternal health interventions (87:1). GiveWell, Open Philanthropy, the IMF,
and academic institutions produce similar analyses.

Yet government spending patterns remain largely unresponsive to this information.22 analyzed 1,779
policy decisions and found that “economic elites and organized groups representing business interests
have substantial independent impacts on U.S. government policy, while mass-based interest groups
and average citizens have little or no independent influence.”

The problem is not information but incentives. Politicians know which programs produce value.
They don’t act on this knowledge because acting on it doesn’t maximize what benefits them
personally (reelection probability, campaign contributions, post-office career prospects).

2.2 The Political Dysfunction Tax

Current allocation systems show near-zero correlation with measured welfare outcomes, creating
systematic divergence from optimal resource distribution. The largest component of this welfare loss
is the Crony Tax (resources directed toward concentrated interests rather than outcome-maximizing
alternatives).

Empirical estimates of rent-seeking costs range from 0.2% to 23.7% of GDP12, with some studies
finding effects as large as 45%23. Combined with short-termism, ignorance, and ideological gridlock,
the total Political Dysfunction Tax is estimated at 20% (95% CI: 9%-39.3%) of potential welfare
(see formal model below).

2.3 The Optimocracy Thesis

Optimocracy proposes a radical simplification: optimize allocation for measurable welfare
outcomes. Instead of asking “what should we fund?” without systematic feedback, Optimocracy
asks:

1. What metric should we optimize? (Democratic choice, made once)
2. What is the current value of that metric? (Oracle measurement, continuous)
3. Which allocation maximizes the metric? (Algorithmic optimization, automatic)

This architecture eliminates the Political Dysfunction Tax for decisions within algorithmic bounds
while preserving democratic input at the constitutional level (choosing the metric) and for genuinely
novel situations.

2.4 How It Works in Practice

Step 1: Citizens vote on the goal (once, constitutionally)

Through a constitutional process, citizens select what the government should optimize for (e.g.,
“maximize median household income” or “maximize healthy life years.” This choice is made rarely
(like amending a constitution) and requires supermajority support.

Step 2: A computer system optimizes budget allocation
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An optimization system (which could range from simple regression models (“historically, $1B in early
childhood education correlates with 3𝐵𝑖𝑛𝑓𝑢𝑡𝑢𝑟𝑒𝑖𝑛𝑐𝑜𝑚𝑒𝑔𝑎𝑖𝑛𝑠")𝑡𝑜𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑚𝑎𝑟𝑘𝑒𝑡𝑠𝑡𝑜𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔)𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑠𝑡ℎ𝑒𝑏𝑢𝑑𝑔𝑒𝑡𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑚𝑜𝑠𝑡𝑙𝑖𝑘𝑒𝑙𝑦𝑡𝑜𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑡ℎ𝑒𝑐ℎ𝑜𝑠𝑒𝑛𝑚𝑒𝑡𝑟𝑖𝑐.𝑇 ℎ𝑒𝑜𝑢𝑡𝑝𝑢𝑡𝑖𝑠𝑛𝑜𝑡𝑎𝑠𝑖𝑛𝑔𝑙𝑒𝑛𝑢𝑚𝑏𝑒𝑟𝑏𝑢𝑡𝑎𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ∶
"X to healthcare, $Y to infrastructure, $Z to education, etc.”

Step 3: Politicians vote on the proposed budget

The algorithm proposes a complete budget; legislators vote to accept, reject, or modify it. However,
any deviation from the optimized allocation is publicly visible and creates accountability. Politicians
remain free to override recommendations, but they must do so transparently, with their deviations
recorded and their outcomes tracked.

Step 4: Independent oracles measure outcomes

Multiple independent data sources (Census Bureau, Federal Reserve, academic institutions) report
whether the metric actually improved. No single entity controls the measurement.

Step 5: Incentive Alignment Bonds create consequences

Optimocracy publishes recommendations for every major budget and policy vote. Politicians’ votes
are compared to these recommendations and recorded immutably. Those whose voting records
align with evidence-based recommendations receive larger IAB payouts when the metric improves.
This creates a “political index fund”: follow systematic recommendations, get rewarded for results.
Citizens can see: “Senator X aligned with optimal recommendations 78% of the time” and compare
that to outcomes.

You don’t need superintelligent AI. You need a clear, measurable goal, historical data on what
worked, independent verification, and financial consequences for politicians. As detailed in Section 3,
index funds already demonstrate this logic for investing. Systematic rules outperform discretionary
management. Optimocracy extends this to governance.

2.5 Contributions

This paper makes three contributions to the political economy literature:

1. Empirical: We synthesize evidence on the Political Dysfunction Tax, estimating welfare losses
from suboptimal policy at 20-40% of potential GDP, decomposed into cronyism, short-termism,
ignorance, and ideological gridlock.

2. Theoretical: We formalize the Optimocracy Dominance Condition (Proposition 1), identifying
when metric-bound allocation outperforms discretionary governance, and engage with the
mechanism design impossibility theorems (Arrow, Gibbard-Satterthwaite) to specify boundary
conditions.

3. Applied: We propose a concrete implementation architecture combining algorithmic optimiza-
tion, independent verification systems, and rule-based enforcement, with testable predictions
and falsification criteria.

3 The Scale of Welfare Loss: Empirical Foundations
Before proposing solutions, we must establish the magnitude of the problem. This section synthesizes
peer-reviewed research documenting welfare losses from suboptimal policy. The metaphor “trillion
dollar bills on the sidewalk” comes from13, who showed that differences between rich and poor
countries are primarily due to institutions and policies, not factors of production.
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3.1 A Formal Model of the Political Dysfunction Tax

Let 𝑊 ∗ represent maximum achievable welfare under optimal policy, and 𝑊 represent actual welfare
under current policy. We define the Political Dysfunction Tax as:

𝜏𝑑𝑦𝑠𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑊 ∗ − 𝑊
𝑊 ∗ = 1 − 𝑊

𝑊 ∗

This can be decomposed into sources:

𝜏𝑑𝑦𝑠𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝜏𝑐𝑟𝑜𝑛𝑦 + 𝜏𝑡𝑖𝑚𝑒 + 𝜏𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 + 𝜏𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑖𝑜𝑛

Substituting empirical estimates:

𝜏𝑑𝑦𝑠𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛

= 𝜏𝑐𝑟𝑜𝑛𝑦 + 𝜏𝑡𝑖𝑚𝑒 + 𝜏𝑖𝑛𝑓𝑜 + 𝜏𝑐𝑜𝑜𝑟𝑑

= 10% + 3% + 2% + 5%
= 20%

Where:

• 𝜏𝑐𝑟𝑜𝑛𝑦: Crony Tax, welfare loss from resources flowing to concentrated interests rather than
outcome-maximizing alternatives (10% (95% CI: 5%-20%))

• 𝜏𝑡𝑖𝑚𝑒: Short-Termism Cost, welfare loss from short electoral horizons causing underinvest-
ment in long-term goods (3% (95% CI: 1%-6%)). Politicians facing re-election in 4 years
systematically underinvest in goods that pay off over 10-30 years: basic research, infrastructure
maintenance, pandemic preparedness, climate mitigation. A bridge that returns 10:1 over 20
years loses to a tax cut that returns 2:1 before the next election.

• 𝜏𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛: Ignorance Cost, welfare loss from decision-makers lacking relevant knowledge
(2% (95% CI: 1%-4%))

• 𝜏𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑖𝑜𝑛: Ideological Gridlock Cost, welfare loss from inability to commit to welfare-
improving policies (5% (95% CI: 2%-10%))

Total Political Dysfunction Tax: 20% (95% CI: 9%-39.3%)

Optimocracy primarily addresses 𝜏𝑐𝑟𝑜𝑛𝑦 and 𝜏𝑡𝑖𝑚𝑒 by removing discretionary decisions where these
losses are largest.

3.2 Documented Welfare Losses by Policy Domain

The following table synthesizes estimates from peer-reviewed research:

Policy Domain Source Methodology Estimated Welfare Loss Confidence

Migration
restrictions

20 General
equilibrium,
wage gaps

67-147% of global GDP Low†
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Policy Domain Source Methodology Estimated Welfare Loss Confidence

US regulatory
accumulation
(1980-2012)

21 Counterfactual
growth
trajectory

25% of GDP ($4T annually) Low‡

US regulation
(1949-2005)

24 Panel regression,
regulatory index

GDP would be 3.5x higher Low‡

Global
corruption

25 Multiple
estimation
approaches

5% of GDP (~$5T/year) Medium

FDA drug
delays
(1960-2001)

26 Consumer/pro-
ducer surplus

140M life-years lost Medium

Trade barriers 27 Gravity models 5-10% of GDP High
Occupational
licensing

28 Labor market
distortion

2-3% of GDP High

†Theoretical maximum under heroic assumptions; achievable gains likely 5-10x smaller. ‡Think tank
source with weak causal identification.

Note on interpretation: These estimates are not additive; many inefficiencies interact and overlap.
However, even conservative aggregation suggests the Political Dysfunction Tax exceeds 20% (95%
CI: 9%-39.3%) of potential welfare.

3.3 The Clemens Finding: Migration as Paradigm Case

The most striking estimate comes from20, who found that eliminating migration restrictions would
increase global GDP by 67-147%. This finding deserves detailed examination because it illustrates
the general pattern:

Why the effect is so large:

1. Place premium: A worker’s productivity depends heavily on location. The same person
produces 3-10x more value in rich-country institutions than poor-country institutions.

2. Misallocation: Current policy allocates workers to locations based on birth, not productivity.
3. Scale: Billions of workers are affected.

Why the inefficiency persists:

1. Concentrated costs, diffuse benefits: Native workers in receiving countries bear visible
costs; global welfare gains are invisible.

2. Voter preferences: Citizens in rich countries prefer restrictions regardless of global welfare.
3. Political capture: Immigration policy is determined by domestic political economy, not

global optimization.

This pattern (massive welfare losses persisting due to political economy constraints) recurs across
policy domains. The question is not whether trillion-dollar bills exist, but why they remain on the
sidewalk.

However, these estimates are contested:
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1. Open borders assumptions: Clemens assumes no congestion costs, instant assimilation,
and no political backlash. Realistically, rapid migration creates housing shortages, wage
compression for low-skill natives, and political instability. The 67-147% gain likely overstates
achievable welfare improvements by 5-10x.

2. General equilibrium effects: The models assume migrants are as productive in destination
countries as they would be with full assimilation and no discrimination. Evidence from actual
migration shows persistent wage gaps and occupational segregation.

3. Political feasibility: Open borders is not politically feasible in any democracy. The estimate
represents a theoretical maximum, not an achievable policy target.

4. Methodological concerns: Wage gap studies may reflect selection (migrants are above-
average ability) rather than pure place effects.

The honest assessment: Clemens provides an upper bound on welfare losses from migration
restrictions, not a point estimate. Achievable gains are likely 10-20% of GDP, not 100%+. Still
massive, but not as dramatic as presented.

Similar caveats apply to other estimates:

• Regulatory accumulation: Coffey/McLaughlin comes from a libertarian think tank, not
peer-reviewed economics. The counterfactual assumes zero optimal regulation (clearly wrong).

• Dawson 3.5x GDP claim: Based on cross-country regressions that conflate regulation with
institutions, rule of law, property rights, etc. Causal identification is weak.

• Corruption costs: UN estimate includes bribes but not deadweight loss from inefficiency.
May understate or overstate depending on whether corruption is “greasing wheels” or “sand
in gears.”

Revised aggregate estimate:

Rather than claiming 50-150% welfare gains, a more defensible estimate based on: - Migration
liberalization (10-20% of GDP, not 100%+) - Regulatory reform (5-10% of GDP, not 25%) -
Corruption reduction (3-5% of GDP) - Other allocative improvements (5-10% of GDP)

Conservative aggregate: 20-40% of global GDP in achievable welfare improvements
from better policy. This is still enormous ($20-40 trillion annually) and sufficient to motivate
Optimocracy, without relying on heroic assumptions.

3.4 Alternative Estimation: Bottom-Up Policy Cost Accounting

The theoretical estimate of 20-40% can be triangulated with bottom-up accounting of documented
US policy costs. Rather than inferring losses from cross-country comparisons or theoretical models,
we enumerate specific, measurable policy failures:

Policy Domain Annual Cost % GDP Confidence Source

Healthcare inefficiency $1.20T (95% CI:
$1T-$1.50T)

4.2% High 6

Housing/Zoning
restrictions

$1.40T (95% CI:
$1T-$2T)

4.9% High 7

Tax compliance burden $546B (95% CI:
$450B-$650B)

1.9% High 11
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Policy Domain Annual Cost % GDP Confidence Source

Failed wars
(amortized)

$400B (95% CI:
$300B-$600B)

1.4% High 4

Defense above
deterrence

$400B (95% CI:
$250B-$600B)

1.4% Medium 2

Drug war $90B (95% CI:
$60B-$150B)

0.3% High 3

Agricultural subsidies $75B (95% CI:
$50B-$120B)

0.3% High 1

Incarceration excess $150B (95% CI:
$100B-$250B)

0.5% Medium 8

Infrastructure cost
disease

$150B (95% CI:
$100B-$250B)

0.5% Medium 9

Tariffs $160B (95% CI:
$90B-$250B)

0.6% High 10

Fossil fuel subsidies
(explicit)

$50B (95% CI:
$30B-$80B)

0.2% High 5

Tier 1 Total $3.92T (95% CI:
$2.99T-$5.18T)

13.6%

Additional contested costs (Tier 2: occupational licensing, migration restrictions, fossil fuel ex-
ternalities) add another $2T (95% CI: $1.05T-$3.86T), bringing the total to $5.03T (95% CI:
$3.44T-$7.69T) (17.5% (95% CI: 11.9%-26.7%) of GDP) after applying a 15% overlap discount to
avoid double-counting.

Key finding: The bottom-up estimate of 17.5% (95% CI: 11.9%-26.7%) (95% CI: 11.9%-26.7%)
converges with the theoretical estimate of 20-40%, suggesting the Political Dysfunction Tax is not
merely theoretical but measurable through specific policy costs.

The conservative Tier 1 estimate (13.6% of GDP) represents costs with high methodological consensus
from peer-reviewed sources. This alone exceeds the Crony Tax estimate of 10% (95% CI: 5%-20%),
indicating that even documented, measurable policy failures justify the Optimocracy hypothesis.

3.4.1 Triangulation Through International Comparison

If the Political Dysfunction Tax costs 20% (95% CI: 9%-39.3%) of welfare, we should observe
systematic welfare underperformance in high-discretion governance systems. A natural comparison
exists in government spending efficiency:

Country Govt Spending (% GDP) Life Expectancy Dysfunction Premium

Singapore 1500% 84.1 years (benchmark)
Switzerland 3500% 84 years (benchmark)
United
States

3800% 77.5 years 300%

The US spends 300% percentage points MORE of GDP than Switzerland yet achieves 6.5 years
FEWER years of life expectancy. This “dysfunction premium” is consistent with the Political
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Dysfunction Tax hypothesis: more discretionary spending doesn’t produce proportional welfare
improvements when capture and misalignment are high.

Caveat: Switzerland and Singapore may achieve better outcomes via factors unmeasured here
(cultural homogeneity, institutional history, geographic scale). This comparison is triangulation
evidence, not causal proof. However, the convergence of three independent estimation approaches
(theoretical models at ~20%, bottom-up accounting at 17.5%, and international benchmarking
showing 3-23% spending gap with worse outcomes) strengthens confidence in the Political Dysfunction
Tax estimate.

3.5 Why Information Doesn’t Solve the Problem

If the welfare losses are documented, why don’t governments act? As noted above,22 found that
economic elites and organized interests, not average citizens, drive policy outcomes.

The problem is not information but incentives. Politicians know which programs produce value.
They don’t act on this knowledge because doing so doesn’t maximize their utility function (reelection
probability, campaign contributions, post-office career prospects).

This explains the persistence of obvious inefficiencies:

Intervention Benefit-Cost Ratio Political Economy

Childhood vaccination 101:1 No concentrated beneficiary to
lobby

Pandemic preparedness 100:1+ Benefits are diffuse and
probabilistic

Medical research 45:1 Competes with defense spending
Agricultural subsidies <1:1 Concentrated beneficiaries,

effective lobby
Fossil fuel subsidies Negative Concentrated beneficiaries,

effective lobby

Information about optimal policy is freely available. The Copenhagen Consensus, GiveWell, and
academic researchers publish rigorous benefit-cost analyses. Governments ignore this information
because acting on it is not politically rewarded.

3.6 Implications for Mechanism Design

The empirical evidence suggests:

1. The welfare loss is massive: Conservative estimates suggest 20% (95% CI: 9%-39.3%) of
potential welfare is foregone due to the Political Dysfunction Tax.

2. Information alone is insufficient: Better data does not change political incentives.
3. The inefficiency is systematic: It recurs across domains and countries, suggesting structural

rather than contingent causes.
4. Capture is the primary mechanism: Policies systematically favor concentrated interests

over diffuse citizen welfare.
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This motivates the Optimocracy thesis: if current systems systematically fail to optimize for
welfare, metric-bound systems may improve outcomes. The following sections examine precedents,
mechanisms, and limitations.

3.7 When Does Optimocracy Beat the Status Quo?

Currently, lobbyists have thousands of doors to knock on: committee earmarks, agency decisions,
regulatory rulings. Each is relatively cheap to capture. Optimocracy collapses these to two harder
targets:

1. The metric choice: Corrupting the constitutional process that chose “maximize median
income” is like bribing the Founding Fathers. Public, expensive, and rare

2. The data sources: Bribing 3 out of 5 independent oracles to lie about the same number
without getting caught requires coordination among strangers who lose money if wrong

The intuition: Bribing 1,000 cheap doors costs more than bribing 2 expensive vaults. That’s a 97%
reduction in corruption’s expected payoff. Corruption doesn’t disappear. It just gets prohibitively
expensive.

3.7.1 Formal Model

Let 𝑁 denote the number of discretionary allocation decisions under the status quo. Each decision 𝑖
has capture probability 𝑝𝑖 and capture cost 𝑐𝑖 (welfare loss when captured). Under Optimocracy,
capture opportunities collapse to:

• Metric selection: A single constitutional choice with capture probability 𝑝𝑀 and capture
cost 𝑐𝑀

• Oracle manipulation: 𝐾 independent oracles, each with capture probability 𝑝𝑂 and requiring
majority collusion

Proposition 1 (Optimocracy Dominance Condition):

Optimocracy beats discretionary governance when:

𝑝𝑀 ⋅ 𝑐𝑀 + ( 𝐾
⌈𝐾/2⌉

)𝑝⌈𝐾/2⌉
𝑂 ⋅ 𝑐𝑂

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Expected capture cost under Optimocracy

<
𝑁

∑
𝑖=1

𝑝𝑖 ⋅ 𝑐𝑖
⏟⏟⏟⏟⏟

Expected capture cost under status quo

In plain English: the left side is the cost of corrupting Optimocracy (bribing the metric selection +
coordinating oracle collusion). The right side is the cost of corrupting the status quo (bribing all
those committee decisions). Optimocracy wins when the left side is smaller.

When this works (and when it doesn’t):

1. N is large: More discretionary decisions = more doors to bribe = higher status quo corruption
cost

2. Constitutional debates are harder to capture than earmarks: 𝑝𝑀 < ∑ 𝑝𝑖
3. Many independent oracles: More oracles require exponentially harder collusion
4. Metric capture isn’t catastrophic: If choosing the wrong metric is worse than all the

earmarks combined, Optimocracy loses
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Numerical example: Suppose 1,000 budget decisions, each with 10% capture probability and $1B
welfare loss. Total expected capture cost: $100B. Under Optimocracy with 𝑝𝑀 = 0.05, 𝑐𝑀 = $50B,
5 oracles, and 𝑝𝑂 = 0.1:

• Metric capture cost: 0.05 × $50B = $2.5B
• Oracle collusion cost: (5

3)(0.1)3 × $20B = 10 × 0.001 × $20B = $0.2B
• Total: $2.7B vs. $100B, a 97% reduction

Limitations: This model assumes capture probabilities are independent (may underestimate
coordinated attacks); oracle collusion requires simple majority (stronger thresholds reduce risk
further), and metric capture cost is bounded (catastrophic metric selection could dominate). The
model doesn’t prove Optimocracy always wins. It identifies when it does. Real-world calibration of
these probabilities is essential.

4 Theoretical Foundations

4.1 Lessons from Technocratic Governance Failures

Optimocracy must grapple with the historical record of technocratic governance, which includes
spectacular failures. Understanding why previous attempts at “scientific governance” failed is
essential for avoiding the same mistakes.

4.1.1 Soviet Central Planning

The Soviet system attempted comprehensive optimization: central planners would calculate optimal
production quantities and allocate resources accordingly. The failure was comprehensive:

What went wrong:

1. Knowledge problem14: Planners lacked the distributed information that prices aggregate in
markets. They couldn’t know local conditions, preferences, or production possibilities.

2. Incentive problem: Planners had no personal stake in outcomes and faced perverse incentives
(meet quotas, regardless of quality or need).

3. Scope problem: Central planning attempted to optimize everything, including decisions
where local knowledge is essential.

Lessons for Optimocracy:

• Optimocracy should not replace markets for private goods allocation
• Optimocracy should focus on collective allocation decisions where markets fail
• Metrics must be verifiable without requiring comprehensive central knowledge
• Decision-makers must face consequences for metric performance

4.1.2 Singapore’s Authoritarian Technocracy

Singapore achieved remarkable economic development under technocratic authoritarian governance.
Lee Kuan Yew explicitly rejected democratic constraints in favor of expert-driven policy.

What worked:

1. Long time horizons: No electoral pressures for short-term thinking
2. Merit-based bureaucracy: Competent officials selected and retained
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3. Corruption control: Strong anti-corruption enforcement

What didn’t work (or remains contested):

1. Civil liberties: Speech restrictions, limited political competition
2. Accountability: Errors were not corrected through democratic feedback
3. Legitimacy: Depends on continued performance; no intrinsic democratic mandate
4. Replicability: Required exceptional leadership; unclear if model transfers

Lessons for Optimocracy:

• Long time horizons improve outcomes (consistent with Optimocracy)
• Technocracy without accountability creates different failure modes
• Democratic metric selection provides legitimacy that pure technocracy lacks
• Optimocracy should constrain allocation, not eliminate political competition

4.1.3 Expert-Driven COVID Policy

The COVID-19 pandemic provided a natural experiment in expert-driven governance. Epidemiolo-
gists and public health officials gained unprecedented influence over policy.

What went wrong:

1. Narrow optimization: Experts optimized for COVID deaths, ignoring economic, educational,
and mental health costs

2. Model uncertainty: Epidemiological models had wide uncertainty bands that were not
communicated

3. Value conflicts: Tradeoffs between lives saved and quality of life required democratic input,
not expert decree

4. Capture: Public health establishment had institutional interests in maximizing perceived
crisis severity

Lessons for Optimocracy:

• Single-metric optimization is dangerous; composite metrics are essential
• Uncertainty must be transparent; algorithms should not claim false precision
• Value tradeoffs require democratic input at the constitutional layer
• Expert communities can be captured by their own institutional interests

4.1.4 Failed Algorithmic Governance in Finance

While the previous examples focused on discretionary system failures, algorithmic systems have
their own failure modes. Financial markets provide cautionary tales:

Credit Rating Agencies (1990s-2008):

Credit ratings were supposed to be objective, algorithmic assessments of default risk. Instead:

1. Incentive misalignment: Agencies were paid by issuers (those being rated), creating conflicts
of interest

2. Metric gaming: Financial engineers designed securities to maximize ratings while hiding
risk (structured finance, CDOs)

3. Systemic failure: AAA-rated mortgage securities collapsed, triggering the 2008 financial
crisis
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4. Capture: Rating models were “optimized” to give favorable ratings, not accurate risk
assessment

Value-at-Risk Models (1990s-2008):

VaR models were widely adopted as algorithmic risk management. They failed catastrophically:

1. Gaming the metric: Banks optimized portfolios to minimize reported VaR, not actual risk
2. Tail risk blindness: VaR focused on “normal” conditions, ignored rare catastrophic events
3. Correlation breakdown: Models assumed diversification worked in crises (it didn’t)
4. Regulatory arbitrage: Banks exploited VaR to reduce capital requirements while increasing

real risk

High-Frequency Trading Algorithms (2010-present):

Algorithmic trading optimizes for speed and profit extraction. Results include:

1. Flash crashes: May 6, 2010 - algorithms caused 1,000-point Dow drop in minutes
2. Predatory behavior: Front-running, quote stuffing, layering (legal but harmful to markets)
3. Systemic fragility: Correlated algorithms create cascading failures
4. Zero-sum extraction: HFT profits come from slower traders, not value creation

Lessons for Optimocracy:

• Algorithms can be captured, gamed, and exploited just like human decision-makers
• Incentive alignment is critical: If the entity measuring the metric benefits from manipu-

lating it, expect manipulation
• Tail risks matter: Optimizing for normal conditions can increase catastrophic risk
• Gaming is creative: Sophisticated actors will find unexpected ways to exploit metrics
• Transparency � safety: Credit rating models were public; they were gamed anyway

4.1.5 Synthesis: Boundary Conditions for Algorithmic Governance

The historical record suggests algorithmic governance works under specific conditions:

Condition Favorable Unfavorable

Metric clarity Single, measurable objective
(inflation)

Multiple, contested objectives
(wellbeing)

Knowledge requirements Aggregable statistics
sufficient

Distributed local knowledge
essential

Value consensus Broad agreement on objective Fundamental value conflicts
Scope Narrow domain (monetary

policy)
Comprehensive planning (Soviet)

Accountability Clear consequences for failure Diffuse responsibility

Optimocracy should operate in domains where conditions are favorable and defer to democratic
deliberation where they are not. The next section develops this distinction systematically.

4.2 Why No Perfect System Exists (And Why That’s Fine)

Economists have proven some inconvenient truths about collective choice that constrain every
governance system, including Optimocracy. The question isn’t whether these constraints exist (they
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do), but whether Optimocracy handles them better than the alternative.

4.2.1 Arrow’s Impossibility Theorem: You Can’t Perfectly Merge Preferences
29 proved that no voting rule can simultaneously satisfy transitivity, unanimity, independence of
irrelevant alternatives, and non-dictatorship. In plain English: if Alice wants income > health >
environment and Bob wants health > environment > income, no voting system can perfectly satisfy
both. Someone’s priorities get squashed.

What this means for Optimocracy:

1. Metric selection is inherently political: There’s no “objectively correct” metric. Choosing
“maximize median income” over “maximize life expectancy” involves value judgments.

2. Composite indices face aggregation problems: Weighting income vs. health vs. environ-
ment can’t be determined algorithmically. It requires political choice.

3. Democratic legitimacy matters: Because no neutral aggregation exists, the process that
selects metrics matters as much as the metrics themselves.

How Optimocracy responds: It doesn’t claim to solve preference aggregation. It accepts that
metric selection is a democratic choice and focuses on ensuring that once chosen, metrics are actually
optimized rather than captured. Wishocracy (companion paper) addresses aggregation through
randomized pairwise preference elicitation.

4.2.2 Gibbard-Satterthwaite: People Game Votes

The Gibbard-Satterthwaite theorem30,31 shows that any non-dictatorial voting rule with 3+ options
can be strategically manipulated. People will vote for metrics that favor their interests, not their
true preferences.

What this means for Optimocracy:

1. Strategic metric selection is possible: Actors may push for metrics that benefit them
(e.g., GDP growth favors capital owners over workers)

2. Supermajority requirements reduce but don’t eliminate manipulation

How Optimocracy responds: It mitigates strategic metric selection through infrequent metric
changes (reducing the ROI of gaming), high visibility (making manipulation reputationally costly),
and constitutional thresholds (requiring broad coalitions rather than narrow majorities).

4.2.3 Mechanism Design: Honest Answers Require Honest Incentives

The Revelation Principle32,33 states that any outcome achievable by a mechanism can be achieved
by an incentive-compatible direct mechanism where agents truthfully report. In plain English: data
reporters only tell the truth when lying costs more than it’s worth.

What this means for Optimocracy:

1. Oracles must have skin in the game: Data reporters need incentives for truth-telling
2. Staking mechanisms help: Economic penalties for detected manipulation create truth-

telling incentives
3. Perfect honesty may be impossible: For complex social metrics, verification is costly and

manipulation hard to detect
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How Optimocracy responds: It uses multi-oracle aggregation (take the median of independent
sources), staking-based penalties (lie and lose your deposit), and delayed verification (we don’t
claim perfect manipulation resistance, only that manipulation costs exceed the cost of corrupting
discretionary systems).

4.2.4 The Comparison That Matters

Problem Status Quo Optimocracy

Preference aggregation Lobbyists pick winners Democracy picks the metric once;
algorithm pursues it

Strategic gaming 10,000 earmarks gamed
annually

One constitutional vote gamed per
decade

Honest reporting Agencies face political pressure Oracles lose deposits if caught lying

These theorems constrain every governance system, including democracy. Optimocracy doesn’t
escape them. It moves the gaming opportunity from “which contractor gets this $50M earmark” to
“what should the nation optimize for.” The second question is harder to corrupt because everyone’s
watching and it only happens occasionally.

4.3 Index Funds and Passive Allocation

A parallel precedent exists in financial markets. Active fund managers exercise discretion over
stock selection, charging fees for their judgment. Index funds remove this discretion, mechanically
allocating based on market capitalization or other pre-defined rules.

The results are well-documented: over 15-year periods, 90%+ of active managers underperform
their benchmark indices after fees34. Discretion, on average, destroys rather than creates value.

Index funds demonstrate that:

1. Rule-based allocation can outperform discretionary allocation
2. Systematic approaches eliminate both inconsistency and fees
3. Scale and consistency beat sporadic brilliance

4.4 Credible Commitment Mechanisms

The missing technology for Optimocracy was credible commitment: the ability to bind future decision-
makers to current rules. Traditional constitutions attempt this but are subject to reinterpretation,
amendment, and outright violation.

Modern self-executing agreements provide cryptographically enforced commitment. Once deployed,
these immutable rules execute exactly as written. The rules are publicly auditable, and any deviation
is immediately detectable.

This creates genuine precommitment: a governing coalition can credibly promise that funds will
be allocated according to specified rules, and any observer can verify this promise by auditing the
published code and parameters.
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5 Mechanism Design

5.1 Architecture Overview

Optimocracy operates through three layers:

�����������������������������������������������������������
� CONSTITUTIONAL LAYER �
� - Citizens choose optimization metric �
� - Democratic process, changed rarely �
� - Encoded as immutable published rules �
�����������������������������������������������������������

�
�

�����������������������������������������������������������
� VERIFICATION LAYER �
� - Independent data feeds �
� - Measures metric values �
� - Validates allocation outcomes �
�����������������������������������������������������������

�
�

�����������������������������������������������������������
� EXECUTION LAYER �
� - Algorithmic optimization �
� - Rule-based enforcement �
� - Automatic fund disbursement �
�����������������������������������������������������������

5.2 The Constitutional Layer

Citizens, through democratic processes, select the optimization objective. This democratic choice
determines what the system optimizes for. Options include:

Single metrics: - Median real income growth (economic focus) - Quality-adjusted life years (health
focus) - Life satisfaction scores (subjective wellbeing)

Composite indices: - Weighted combination of income, health, education, environment - Social
Progress Index components - OECD Better Life Index dimensions

Constrained optimization: - Maximize metric X subject to metric Y � threshold - Example:
Maximize median income growth subject to Gini coefficient � 0.35

The constitutional choice is difficult to change by design. Super-majority requirements, time
delays, and deliberative processes ensure stability while allowing adaptation to genuinely changed
circumstances.

5.3 The Verification Layer

Verification systems translate real-world outcomes into data that allocation algorithms can act upon.
The critical design challenge is verification capture: if a single entity controls the data feed, they
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effectively control the allocation.

Decentralized oracle solutions:

Approach Mechanism Capture Resistance

Multi-source
aggregation

Median of multiple
independent data
providers

Requires capturing majority of sources

Staking-based
validation

Validators stake collateral,
slashed for false reports

Economic penalty for manipulation

Schelling point
games

Validators rewarded for
matching consensus

Game-theoretic truth-telling incentive

Government
statistics

Use official GDP, health
statistics

Trusted but potentially politicized

For metrics like median income or life expectancy, robust government statistical agencies provide
reliable baseline data. For more novel metrics, independent verification networks using multi-source
aggregation provide manipulation-resistant data feeds.

Concrete example (measuring median income growth):

Oracle Source Reported Value Stake

Census Bureau American
Community
Survey

+2.1% (government, no
stake)

Federal Reserve Survey of
Consumer
Finances

+2.3% (government, no
stake)

Brookings
Institution

Independent
analysis

+1.9% $10M staked

University of
Michigan

Panel Study of
Income Dynamics

+2.2% $5M staked

Tax Foundation IRS data analysis +2.0% $5M staked

Aggregation: Take the median of all five sources → +2.1%

If Brookings reported +5.0% (an outlier), it would be excluded by the median. If they consistently
misreport, other oracles can challenge their stake. The system doesn’t require trust in any single
institution, only that a majority aren’t colluding.

The correlated data problem and its solution:

A sophisticated objection: the five oracles above all ultimately rely on the same underlying data
sources (Census surveys, tax records, employer reports). Their errors are correlated, meaning “five
independent oracles” is an illusion. If the underlying methodology is captured, all five report the
same biased figure.

This is a real concern. The solution is genuinely independent data collection via decentralized
citizen surveys.
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Decentralized Survey Architecture:

Component Implementation Why It Works

Identity verification Proof of personhood protocols
(national digital ID, bank KYC, or
similar)

Prevents Sybil attacks (one
person = one response)

Data collection Normal web/mobile interface
(distributed ledger is invisible
backend)

No technical expertise required

Storage Responses stored in tamper-proof
distributed system

Immutable, auditable, can’t be
retroactively altered by
captured agencies

Aggregation Open-source algorithm Transparent, anyone can verify
Privacy Zero-knowledge proofs Prove you’re a unique person

without revealing identity

Precedent: Estonia demonstrates this can work at national scale.

• Online voting since 2005
• 99% of government services available digitally
• All citizens have digital ID
• ~45% of votes cast online in recent elections

Estonia demonstrates that national-scale digital participation with verified identity is not science
fiction. It’s operational.

Why individual gaming is irrelevant:

With millions of survey responses, one person lying has approximately zero impact on the aggregate.
Unlike voting (where one vote could theoretically be decisive), survey responses are aggregated
statistically. There is no strategic incentive to misreport because your individual response doesn’t
affect the outcome.

Cross-validation architecture:

The Constitutional Welfare Score combines: 1. Objective metrics (life expectancy from vital
statistics, income from tax records) that are hard to fake 2. Decentralized surveys (happiness,
perceived freedom) that bypass capturable central agencies 3. Government statistics (for
benchmarking and cross-reference)

If official statistics claim income rose 3% but decentralized surveys show citizens reporting financial
stress, the discrepancy is visible and investigable. This creates accountability for measurement
institutions.

5.4 The Execution Layer

Given the objective function and data feeds, the execution layer performs constrained optimization:

max
x

𝑀(x) subject to ∑
𝑖

𝑥𝑖 = 𝐵, 𝑥𝑖 ≥ 0

22



Where 𝑀(⋅) is the chosen metric, x is the allocation vector, and 𝐵 is the total budget.

For simple metrics with known production functions, this optimization is straightforward. For
complex metrics requiring causal inference, the execution layer may incorporate:

1. Randomized controlled trials: Allocate experimental budgets to estimate causal effects
2. Prediction markets: Aggregate distributed information about allocation effectiveness
3. Machine learning: Learn allocation-outcome mappings from historical data

The execution system enforces the resulting allocation, automatically disbursing funds to designated
recipients based on the optimization output.

For a concrete worked example of how the optimization algorithm calculates allocations, see Appendix
A: Optimization Algorithm.

6 Candidate Metrics

6.1 Median Real Income Growth

Definition: Year-over-year percentage change in inflation-adjusted median household income.

Advantages: - Widely measured and understood - Resistant to inequality distortions (median
vs. mean) - Captures broad economic welfare

Disadvantages: - Ignores non-market welfare (leisure, health, environment) - Can be gamed
through statistical manipulation - Delayed measurement (annual data)

Gaming vectors: - Redefine “household” to change median - Manipulate inflation measurement -
Shift income timing around measurement dates

6.2 Quality-Adjusted Life Years (QALYs)

Definition: Life years gained weighted by health-related quality of life (0 = death, 1 = perfect
health).

Advantages: - Captures both mortality and morbidity - Standard metric in health economics -
Enables comparison across health interventions

Disadvantages: - Difficult to measure population-wide - Quality weights are contested - Ignores
non-health welfare

Gaming vectors: - Manipulate quality weight surveys - Focus on measured conditions, neglect
unmeasured ones - Shift resources to easily-measured interventions

6.3 Composite Welfare Index

Definition: Weighted average of multiple welfare dimensions (income, health, education, environ-
ment, social connection, etc.).

Advantages: - Captures multidimensional welfare - Resistant to single-metric gaming - Aligns
with holistic welfare concepts

Disadvantages: - Weight selection is contested - Complexity reduces transparency - Each component
has measurement challenges

23



Implementation: The Social Progress Index, OECD Better Life Index, and similar frameworks
provide tested composite structures that could be adapted for Optimocracy.

6.4 Constitutional Welfare Score: A Concrete Default

Rather than leaving metric selection entirely to future constitutional deliberation, we propose a
specific default composite grounded in the founding documents’ stated purposes of government:
life, liberty, the pursuit of happiness, and the general welfare.

This framing has significant legitimacy advantages. We’re not proposing technocratic optimization
but rather measuring what the Declaration of Independence and Constitution say government is for.

Proposed Components:

Domain Constitutional Source Metrics Weight Data Source

Life Declaration: “Life” Median life
expectancy,
preventable
mortality
rate

25% Vital statistics
(deaths are binary,
hard to fake)

Liberty Declaration: “Liberty” Incarceration
rate,
regulatory
burden index,
perceived
freedom

25% Government data +
decentralized
surveys

Happiness Declaration: “Pursuit of
Happiness”

Life
satisfaction,
sense of pur-
pose/mean-
ing

25% Decentralized
citizen surveys
(tamper-proof
storage)

General
Welfare

Constitution Preamble Median real
income,
healthcare
affordability,
poverty rate

25% Tax records +
surveys

Why this composite resists gaming:

1. Diffusion: Gaming any single metric moves the composite only 25%. Capturing the entire
score requires simultaneously gaming vital statistics, tax records, AND survey infrastructure.
This coordination cost far exceeds lobbying a committee chair.

2. Objective anchors: Life expectancy and income are grounded in objective data (deaths
are binary; income appears in tax records). These anchor the composite against pure survey
manipulation.

3. Multiple data sources: Each domain combines government statistics with decentralized
surveys, creating cross-validation. If official statistics diverge significantly from citizen-reported
experience, the discrepancy is visible.
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Why this composite has legitimacy:

The response to “Who chose these metrics?” is: “The Founders did. We’re just measuring what
they said government exists to protect.” This is a far stronger legitimacy foundation than “a group
of economists decided median income was important.”

Citizens may still amend the metric through constitutional process, but the default isn’t arbitrary.
It’s derived from the most widely accepted statement of government purpose in American political
philosophy.

6.5 Metric Selection Process

The choice of metric is itself a constitutional question that could be resolved through democratic
preference aggregation (see companion paper on Wishocracy). Citizens could express preferences
over candidate metrics through pairwise comparison, with the winning metric encoded in the
Optimocracy constitution.

This creates a two-layer democracy: 1. Wishocracy layer: Democratic selection of optimization
objective 2. Optimocracy layer: Algorithmic optimization of selected objective

6.6 The Metric Selection Problem: Where Capture Migrates

A critical objection: if capture is eliminated from allocation decisions, won’t it simply migrate to
metric selection? This section addresses this challenge directly.

The objection stated formally:

Let 𝐶 represent total capture (resources devoted to influencing policy for private benefit). Under
discretionary governance, 𝐶 is distributed across many decision points. Under Optimocracy, 𝐶
concentrates at metric selection. If 𝐶 is conserved, Optimocracy merely relocates rather than reduces
capture.

Why the objection is partially valid:

1. Metric selection is a high-stakes constitutional choice
2. Industries will lobby for metrics that favor their interests
3. The “2% inflation target” was chosen by economists, not citizens; similar capture could occur
4. Initial metric selection is especially vulnerable before norms are established

Why Optimocracy still improves outcomes:

1. Visibility: Constitutional debates are high-profile; committee earmarks are obscure. Citizens
can monitor one constitutional question more easily than thousands of budget decisions.

2. Frequency: Constitutions change rarely; budgets change annually. Reducing the frequency
of capture opportunities reduces total capture even if intensity per opportunity increases.

3. Generality: Metric selection is general (affects everyone equally); allocation decisions are
specific (can target benefits). General rules are harder to capture than specific decisions35.

4. Legitimacy requirements: Constitutional changes require super-majorities, deliberation,
and public justification. Earmarks require only a committee chair’s assent.

Design implications:
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• Metric selection should be maximally visible and deliberative
• Initial metric choice is critical; establish norms before scaling
• Regular (but not frequent) metric review prevents lock-in
• Multiple metrics reduce single-point-of-failure capture

The honest assessment: Optimocracy reduces but does not eliminate capture. The empirical question
is whether capture at metric selection causes less welfare loss than capture at allocation. The
theoretical case is strong (one decision point vs. thousands), but empirical validation requires
deployment.

7 Scope and Limits: A Taxonomy of Governance Decisions
Not all governance decisions are suitable for algorithmic optimization. This section develops a
taxonomy distinguishing domains where Optimocracy applies from those requiring democratic
deliberation.

7.1 Engaging with the Counter-Literature

Before proposing scope boundaries, we must engage with the strongest critiques of technocratic
governance.

James Scott’s “Seeing Like a State”36:

Scott argues that “high modernist” schemes fail because they impose legible, simplified models
on complex social reality. Central planners see forests as board-feet of timber, ignoring ecological
complexity. The result is “mētis” (practical local knowledge) being overridden by “techne” (abstract
technical knowledge), with disastrous consequences.

Implications for Optimocracy:

• Optimocracy should not attempt to optimize local decisions where mētis is essential
• Metrics should be outcome-based (did welfare improve?) not process-based (did you follow

the plan?)
• Algorithmic allocation should fund diverse local approaches, not mandate uniform methods
• Scope should be limited to aggregate resource allocation, not micromanagement

Hayek’s Knowledge Problem14:

Hayek argued that central planning cannot succeed because the knowledge needed for economic
coordination is distributed across millions of actors and cannot be aggregated by any central
authority. Prices aggregate this knowledge; planning destroys it.

Implications for Optimocracy:

• Optimocracy should not replace markets for private goods allocation
• Optimocracy should focus on collective goods where markets fail (public health, research,

infrastructure)
• The optimization algorithm should use market prices where available as information signals
• Decentralized oracles can aggregate distributed information without central control

Public Choice Theory35,37:
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Public choice applies economic analysis to political behavior, showing that voters, politicians, and
bureaucrats act on self-interest like economic actors. Government failure is as systematic as market
failure.

Implications for Optimocracy:

• Public choice explains why discretionary governance fails (capture, rent-seeking)
• But algorithmic systems can also be captured (oracle manipulation, metric gaming)
• The question is comparative: which failure mode is worse?
• Optimocracy should assume everyone is self-interested and design systems where honest

behavior is the profitable choice

7.2 A Taxonomy of Governance Decisions

Based on the counter-literature and historical analysis, we propose the following taxonomy:

Decision Type Suitable for Optimocracy? Rationale

Aggregate resource
allocation

Yes Capture is primary
failure mode;
metrics are
measurable

Research funding
priorities

Yes Long time horizons
favor algorithmic
commitment

Infrastructure
investment

Partially Measurable
outcomes, but local
knowledge matters

Regulatory standards Partially Clear metrics
possible, but values
contested

Rights and liberties No Irreducible value
conflicts; no
optimization target

War and peace No Existential decisions
require democratic
legitimacy

Cultural policy No Values are
contested; no
neutral metric

Criminal justice No Due process requires
case-by-case
judgment

Local service delivery No Local knowledge
essential; mētis over
techne

7.3 Defining Optimocracy’s Proper Scope

Based on this taxonomy, Optimocracy should govern decisions that:
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1. Are aggregate: Affecting broad categories, not specific individuals
2. Have measurable outcomes: Welfare effects can be quantified
3. Suffer from capture: Concentrated interests distort discretionary decisions
4. Require long time horizons: Electoral cycles cause underinvestment
5. Have value consensus: Broad agreement that improvement is good

Optimocracy should NOT govern decisions that:

1. Require local knowledge: Effective implementation depends on mētis
2. Involve fundamental value conflicts: No neutral metric exists
3. Require individual judgment: Due process, rights, case-by-case assessment
4. Have existential stakes: War, constitutional structure, regime legitimacy

7.4 The 80/20 Architecture

We propose a heuristic split where the majority of routine government spending allocation could be
governed algorithmically, while a minority requires democratic deliberation. The specific percentages
below are illustrative, not empirically derived; rigorous calibration would require detailed analysis
of budget categories by measurability, value consensus, and capture vulnerability.

Candidate algorithmic domains: - Medical research funding allocation - Infrastructure mainte-
nance prioritization - Education funding formulas - Pandemic preparedness investment - Environ-
mental protection spending

Domains requiring deliberation: - New program creation - Fundamental policy direction -
Rights and liberties - International relations - Constitutional revision

Note: The appropriate boundary depends on institutional context and metric quality. Some
jurisdictions may find 60% algorithmic allocation feasible; others may achieve 90%. Routine
allocation with measurable outcomes is a candidate for algorithmic governance, while novel decisions
and value conflicts require democratic deliberation.

This hybrid architecture (detailed in Section 8) preserves democratic input for genuinely contested
decisions while using metric-bound systems for routine allocation.

8 Advantages Over Discretionary Governance

8.1 Capture Resistance

Under discretionary governance, every allocation decision is a lobbying opportunity. The US
federal budget contains thousands of line items. Congress has 535 members, each with committee
assignments and amendment powers. State and local governments multiply the attack surface
further. The result: an industry of 12,000+ registered federal lobbyists spending $4+ billion annually,
with estimated returns of 100:1 or higher on lobbying investment38.

Optimocracy collapses this attack surface from thousands of decision points to two:

1. Metric selection (rare, high-visibility, constitutional process requiring supermajority; see
detailed analysis in Section 5’s “Metric Selection Problem”)

2. Oracle manipulation (mitigated by decentralization, staking, and multiple independent
sources)
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As analyzed above, capturing metric selection requires winning constitutional-level debates with
supermajorities. This is orders of magnitude harder than lobbying a committee chair. The
asymmetry favors defense: changing the metric requires extraordinary effort; maintaining it requires
only ordinary vigilance.

Quantitative comparison: Under discretionary governance, a concentrated interest group needs
to influence perhaps 5-10 key legislators to capture a budget line item. Under Optimocracy, they
need to either: (a) win a constitutional amendment (requiring 67 senators and 290 representatives,
plus 38 state legislatures), or (b) simultaneously corrupt multiple independent oracle providers
without detection. The coordination costs for capture increase by 1-2 orders of magnitude.

The index fund precedent: As detailed in Section 3, removing discretion from fund management
(index funds) reduced fees from 1-2% to 0.03-0.10% while improving returns. The same logic applies
to governance: remove discretion, reduce capture.

8.2 Time Consistency

Politicians face short electoral horizons (2-6 years) while many welfare-improving investments have
long payoff periods:

Investment Type Payoff Horizon Electoral Horizon Gap

Basic research (NIH) 15-30 years 2-6 years 10-25
years

Infrastructure
maintenance

20-50 years 2-6 years 15-45
years

Pandemic preparedness Decades (until needed) 2-6 years Indefi-
nite

Climate mitigation 30-100 years 2-6 years 25-95
years

Early childhood education 15-25 years 2-6 years 10-20
years

This creates systematic underinvestment. A bridge that returns 10:1 over 20 years loses to a tax cut
that returns 2:1 before the next election. Pandemic preparedness stockpiles get raided for current
spending because the pandemic might not happen on this administration’s watch.

Optimocracy’s algorithmic commitment solves time-inconsistency: The optimization
function weights long-term outcomes appropriately because it doesn’t face reelection. If medical
research improves long-run health outcomes, the algorithm allocates to medical research regardless
of the electoral calendar. If infrastructure maintenance prevents future collapse, the algorithm
maintains infrastructure even when ribbon-cutting on new projects is more photogenic.

The fiscal policy precedent: Automatic stabilizers (unemployment insurance, progressive
taxation) provide fiscal stimulus during recessions without requiring legislative action. They work
precisely because they’re formula-based: politicians don’t have to vote for stimulus during a recession,
which might be politically costly. The formula does it automatically. Optimocracy extends this
logic to all allocation.
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8.3 Transparency and Verifiability

Discretionary allocation is opaque by design. Lobbying happens in private meetings. Legislative
language is deliberately obscure. Bills run thousands of pages, amendments are inserted at the last
minute, earmarks are hidden in omnibus packages. Citizens cannot easily verify whether budget
decisions serve their interests or concentrated interests.

The result: Rational ignorance. It costs a citizen more to understand a single appropriations
bill than they could possibly benefit from that understanding. So citizens don’t monitor, and
unmonitored systems get captured.

Optimocracy allocation is fully transparent:

Component Discretionary Governance Optimocracy

Objective Unstated, inferred from outcomes Explicit, encoded in
published rules

Data inputs Cherry-picked by advocates Public data feeds,
auditable

Decision process Closed-door negotiations Open-source algorithm
Allocation results Buried in budget documents Published

recommendations,
real-time

Deviation detection Requires investigative journalism Automatic, publicly
verifiable

Any citizen can verify that allocation follows the rules. More importantly, deviation is
immediately visible. The algorithm’s recommendations are public; any politician who overrides them
must do so on the record. You can’t secretly redirect funds when the optimal allocation is published
and deviations are tracked. Transparency creates accountability that closed-door negotiations
cannot.

The audit trail advantage: When outcomes disappoint, discretionary governance provides
plausible deniability (“the situation was complex,” “we had to compromise”). Optimocracy provides
an audit trail: here was the metric, here was the data, here was the algorithm, here was the
allocation. If outcomes disappoint, we can identify exactly where the model was wrong and improve
it. Accountability becomes tractable.

8.4 Reduced Coordination Costs

Under discretionary governance, achieving good policy requires coordinating millions of citizens
to monitor thousands of decisions by hundreds of legislators across dozens of committees on a
continuous basis. The information costs are prohibitive; rational ignorance is the only rational
response.

Optimocracy requires citizens to monitor only one thing: Is the chosen metric improving?
If median income is growing and health outcomes are improving, the system is working. If not, the
constitutional metric may need revision. This is a question any citizen can answer by looking at a
single dashboard.

The implications for democratic participation:
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Aspect Discretionary Governance Optimocracy

Monitoring
burden

Thousands of decisions/year One metric trend

Required
expertise

Legislative procedure, economics, policy analysis “Is the number going up?”

Feedback loop 2-6 year election cycles Continuous metric
tracking

Accountability
clarity

“Who’s responsible?” unclear Algorithm vs. metric
selection

This doesn’t eliminate the need for citizen engagement. Metric selection is crucial and requires
democratic deliberation. But it concentrates that engagement on the question that matters most
(what do we want?) rather than dispersing it across questions citizens cannot realistically monitor
(how should we achieve it?).

8.5 Depolarization Through Outcome Focus

Current politics rewards tribal opposition. Politicians gain by making the other side look bad,
regardless of policy substance. Research shows public support for identical policies flips dramatically
based on which party proposes them.

Optimocracy shifts the debate from “whose policy?” to “what works?” The algorithm doesn’t know
which party proposed the budget. It only knows whether the metric improved. Politicians are
rewarded for outcomes, not for tribal loyalty.

This creates strange bedfellows for good policy: Under Optimocracy, a Republican who
aligns with evidence-based recommendations gets IAB payouts alongside Democrats who did the
same, regardless of which party originally proposed the policy. The incentive to reflexively oppose
good policy because the other party proposed it disappears. You’re betting against your own wallet
when you vote against recommendations that work.

The depolarization mechanism: When debate centers on “whose team wins?”, every issue
becomes tribal. When debate centers on “did median income go up?”, tribalism has nothing to grab
onto. You can’t spin the Census Bureau as a Democratic or Republican institution. The number
either went up or it didn’t.

9 Challenges and Failure Modes

9.1 Goodhart’s Law: When Metrics Get Gamed

“When a measure becomes a target, it ceases to be a good measure”39. If you pay teachers based on
test scores, they’ll teach to the test. If you reward hospitals for low readmission rates, they’ll game
admissions. This is the central challenge for any metric-bound system.

Formal statement: Let 𝑀 be the measured metric and 𝑊 be true welfare. Under normal conditions,
Corr(𝑀, 𝑊) > 0. Metrics correlate with what we actually care about. But when 𝑀 becomes an
optimization target, actors adjust behavior to improve 𝑀, potentially breaking that correlation:
Corr(𝑀, 𝑊|targeting 𝑀) < Corr(𝑀, 𝑊).
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As established in the objections table above, the key question is whether gaming losses exceed
capture losses. Historical evidence:

Domain Metric-Bound System Gaming Observed Outcome vs. Discretion

Monetary
policy

Inflation targeting Some (substitution
between price indices)

Dramatically better

Index
funds

Market cap weighting Minimal
(front-running, index
inclusion effects)

Outperforms 90%+ of active
managers

School
testing

Standardized tests Significant (teaching
to test)

Mixed, but measurable

Hospital
metrics

Mortality rates,
readmissions

Significant (patient
selection)

Improved but distorted

Why gaming may be less harmful than capture:

1. Gaming improves the metric: Even if 𝑀 diverges from 𝑊, gaming still improves 𝑀.
Capture improves nothing except private interests.

2. Gaming is visible: Statistical anomalies reveal gaming. Capture is designed to be invisible.

3. Gaming has diminishing returns: As easy gaming opportunities are exhausted, marginal
gaming becomes harder. Capture compounds with political power.

4. Metrics can be updated: When gaming is detected, metrics can be revised. Captured
systems resist reform.

Critical question: Why should Optimocracy be more like index funds than credit
ratings?

Both index funds and credit rating agencies are metric-bound systems. Index funds have moderate
gaming (front-running, index effects) but remain net positive. They outperform 90%+ of active
managers despite gaming. Credit ratings had catastrophic gaming (inflated ratings on junk mortgage
securities) that contributed to systemic financial crisis. What design features determine which
outcome Optimocracy gets?

Feature Index Funds (Moderate Gaming) Credit Ratings (Catastrophic Gaming)

Measure-
ment
frequency

Continuous (prices update
constantly)

Infrequent (ratings reviewed
quarterly/annually)

Verifica-
tion

Immediate (anyone can check prices) Delayed (true credit quality revealed only in
default)

Multiple
sources

Yes (many exchanges, many
analysts)

No (oligopoly of 3 agencies)

Indepen-
dence

High (exchanges compete) Low (issuers pay for ratings = conflict of
interest)

Feedback
loop

Fast (mispricing corrected quickly) Slow (years between rating and default)
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Optimocracy must be designed toward the index fund end:

1. Continuous measurement: Use metrics that update frequently, not annually. Monthly or
quarterly data enables faster correction.

2. Multiple independent sources: The Constitutional Welfare Score requires convergence
across vital statistics, tax records, AND decentralized surveys. Gaming one source isn’t
enough.

3. Immediate verification: For objective metrics (deaths, income), data can be cross-checked
against multiple records. Gaming requires coordinated falsification across independent systems.

4. No issuer-pays conflict: Unlike credit ratings where rated entities pay for ratings, Optimoc-
racy oracles have no direct financial relationship with those being measured.

5. Fast feedback: Poor outcomes become visible within measurement cycles, not years later.

The Constitutional Welfare Score’s design incorporates these features: composite metrics (diffusion),
multiple data sources (cross-validation), objective anchors (deaths are binary), and decentralized
surveys (no single capturable entity). This positions it toward the index fund end of the spectrum.

Mitigation strategies with specific mechanisms:

1. Composite metrics with negative correlations: Include dimensions where gaming one
hurts another (e.g., income growth + Gini constraint; mortality + quality of life)

2. Multi-methodology measurement: Require improvement across surveys, administrative
data, and direct measurement. Gaming one methodology is easier than gaming all three.

3. Lagged and smoothed metrics: Use 5-year rolling averages rather than annual snapshots.
Reduces ability to game timing.

4. Adversarial auditing: Fund independent teams to identify gaming opportunities and adjust
metrics accordingly.

5. Metric uncertainty: Incorporate confidence intervals into optimization. High-uncertainty
metrics receive less weight.

The honest assessment: Goodhart’s Law is real and cannot be eliminated. The question is
comparative. Evidence from existing metric-bound systems suggests gaming costs are substantial
but bounded:

• Hospital quality metrics: Medicare’s Hospital Readmissions Reduction Program reduced
readmissions but increased observation stays and mortality risk for some conditions, with
estimates suggesting 20-40% of measured improvement reflects gaming rather than genuine
quality gains40,41.

• School testing: No Child Left Behind-era testing showed significant teaching-to-test and
score manipulation, with studies suggesting 10-25% of score gains were attributable to gaming
behaviors rather than learning42,43.

• Index funds: Gaming costs (front-running, index inclusion effects) are estimated at 20-30
basis points annually, roughly 2-3% of total returns44.

Extrapolating from these precedents, we assume gaming reduces Optimocracy’s welfare gains by
10-30%. This wide range reflects genuine uncertainty. Critically, even at the pessimistic end (30%
gaming losses), the remaining 70% of welfare gains from eliminating the Political Dysfunction Tax
(20% (95% CI: 9%-39.3%)) still represents a massive improvement over the status quo. The Crony
Tax alone (10% (95% CI: 5%-20%)) likely exceeds gaming losses at any plausible estimate.
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9.2 Oracle Capture

If adversaries control the data feed, they control the allocation. This is the Achilles’ heel of algorithmic
governance. The credit rating agency failures demonstrate the severity: when measurement entities
have incentives to misreport, algorithmic systems fail catastrophically.

This is precisely why Optimocracy’s verification layer uses decentralized citizen surveys as a primary
data source (see Section 8). Unlike credit ratings (which relied on the rated entities paying for
ratings from three capturable agencies), Optimocracy’s surveys aggregate millions of independent
responses with no individual able to move the needle. The credit rating failure was a monopoly
capture problem; decentralized surveys eliminate the monopoly.

The fundamental problem:

Optimocracy creates enormous concentrated value from controlling metrics. If $50 trillion in
allocation depends on median income growth, the entity that measures median income has power
equivalent to Congress. Rational actors will invest heavily in capturing this measurement authority.

Attack vectors:

Attack Type Mechanism Example

Direct manipulation Falsify source data Inflate GDP numbers,
undercount unemployment

Methodology capture Change measurement
methodology favorably

Redefine “median
household” to shift metric

Sample selection Cherry-pick data sources Survey only favorable
populations

Timing manipulation Delay/accelerate reporting
strategically

Report good news before
allocation, bad news after

Validator collusion Coordinate among decentralized
oracles

Schelling point games
have multiple equilibria

Regulatory capture Control the oversight of
measurement entities

Pack statistical agencies
with political appointees

Why government statistics are not safe:

The paper claims “government statistics provide reasonable reliability” (line 720). This is optimistic:

• Unemployment: U3 vs U6 definitions differ by 50%+; choice is political
• Inflation: CPI methodology has changed 20+ times since 1978, often to reduce reported

inflation
• GDP: Imputed values (owner-occupied housing) represent 10%+ of GDP; assumptions matter
• Poverty: Official poverty measure ignores transfers (housing, SNAP); supplemental measure

shows 50% higher rate

Government statistical agencies are not neutral. They face political pressure, budget constraints,
and revolving-door incentives. The Bureau of Labor Statistics has ~2,000 employees and a $750M
budget - trivial to influence compared to trillions in allocation.

The solution is not to trust government statistics less, but to triangulate them against decentralized
citizen surveys (Section 8). If BLS claims unemployment fell but citizen surveys show increased
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job-seeking and financial stress, the discrepancy is visible and investigable. Government statistics
remain useful for methodology consistency and long-term comparability; decentralized surveys
provide capture-resistant ground truth that exposes manipulation.

Concrete example: Healthcare inefficiency measurement

Consider the bottom-up policy cost estimates from Section 2.6 document $1.20T (95% CI: $1T-
$1.50T) in annual excess US healthcare spending compared to peer nations. But this figure depends
critically on methodology:

• Different adjustment protocols yield estimates from $800B to $1.8T
• Choice of peer countries affects the baseline (Japan vs. Germany vs. OECD average)
• Accounting for quality differences further widens the range

If Optimocracy allocated healthcare reform budgets based on this metric, controlling the measurement
methodology would control the reform budget. The entity that defines “healthcare inefficiency”
effectively determines how much money flows to healthcare reform. This is a concrete illustration of
oracle capture risk.

Similarly, housing/zoning costs ($1.40T (95% CI: $1T-$2T) per7) depend on assumptions about
productivity elasticity and counterfactual growth trajectories. Alternative models yield estimates
from $800B to $2.2T. The oracle problem is not hypothetical. It’s embedded in every measurement
we would use for Optimocracy allocation.

Decentralized oracle solutions and their limits:

Approach Claimed Benefit Actual Vulnerability

Multi-source
aggregation

Requires capturing majority of
sources

Sources often use same underlying data;
correlated errors

Staking-based
validation

Economic penalty for
manipulation

Profitable if manipulation gains exceed
stake

Schelling point
games

Game-theoretic truth-telling Multiple equilibria; coordination on false
consensus possible

Reputation
weighting

Punishes historical inaccuracy Newcomers can’t gain weight; incumbents
entrenched

The hard truth about independent verification:

Distributed verification networks work for data where truth is verifiable and immediate (market
prices have observable values anyone can check). They are unproven for complex social metrics
where:

1. Truth is contested: What is “median income”? Which methodology?
2. Verification is delayed: Health outcomes take years to observe
3. Stakes are enormous: Trillions in allocation vs. millions in collateral
4. Attackers are sophisticated: Nation-states, not individual cheaters

The honest assessment:

Oracle capture is not a solvable technical problem. It’s a political economy problem rebranded
as technical. “Decentralized oracles” sound like a solution, but they’re unproven at the scale and
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stakes Optimocracy requires. The question is not “can we prevent oracle capture?” but “is oracle
capture less damaging than current capture of allocation decisions?”

The answer may still be yes - oracle capture affects measurement, while allocation capture affects
outcomes directly. But this is a bet, not a certainty. Optimocracy reduces attack surface but
increases stakes at each remaining attack point.

That said, the political economy of capturing decentralized surveys is fundamentally different from
capturing centralized agencies. You cannot lobby, threaten, or bribe millions of anonymous citizens.
The capture cost scales with the number of respondents, not the number of agency directors. A
BLS with 2,000 employees has 2,000 potential pressure points; a survey with 10 million respondents
has no concentrated pressure points. This doesn’t make capture impossible, but it changes the
cost-benefit calculation dramatically.

How the Wrapper Architecture Changes This Calculus:

The wrapper architecture (detailed in Section 12) converts oracle capture from a catastrophic failure
mode to a degraded-performance mode. Because Optimocracy provides recommendations rather
than direct allocations, politicians can ignore manipulated data. The system fails safe rather than
failing catastrophically.

Defense-in-Depth: Making Oracle Capture Structurally Unprofitable

Beyond the wrapper’s fail-safe properties, layered defenses can make oracle manipulation cost more
than it’s worth:

Defense Layer Mechanism Why It Helps

Adversarial oracle networks Competing networks
rewarded for detecting
manipulation in others.
Bounties for proving
fraud.

Creates a market for oracle
auditing. Manipulation becomes
negative-sum: pay to manipulate
AND pay bounties when caught.

Retroactive verification with
staking

Oracles stake funds
released only after 6-12
month delay. Proven
manipulation = forfeit
stake.

Set stake > maximum
manipulation gain. Makes
manipulation unprofitable by
construction.

Prediction market verification Parallel markets on “will
this oracle be found
manipulated?” Data
discounted if
manipulation probability
exceeds threshold.

Crowdsourced fraud detection
with financial incentives for
vigilance.

Physical-world redundancy Require agreement across
5+ independent sources
(Census, Fed, academic
institutions, private data
providers).

Capturing one source is easy.
Capturing five with different
governance and jurisdictions is
conspiracy-level hard.
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Defense Layer Mechanism Why It Helps

Commit-reveal schemes Oracles cryptographically
commit to data before
knowing allocation
implications.

Prevents strategic real-time
manipulation. Data is “locked
in” before stakes are known.

Design principle: No single defense is sufficient. Layer them so successful manipulation requires
defeating multiple independent mechanisms simultaneously. The cost of coordinated attack across
all layers should exceed any plausible gain.

9.3 Edge Cases and Novelty

Algorithms optimize within their training distribution. Novel situations (pandemics, wars, techno-
logical discontinuities) may fall outside algorithmic bounds.

Mitigation strategies:

1. Exception handling: Define conditions under which human override is permitted
2. Bounded discretion: Allow human adjustment within specified ranges
3. Sunset provisions: Require periodic democratic reauthorization
4. Circuit breakers: Pause algorithmic allocation during defined crisis conditions

The hybrid architecture (Section 8) addresses this challenge by combining algorithmic optimization
for routine decisions with democratic governance for genuine novelty.

9.4 Democratic Legitimacy

This may be the most serious objection to Optimocracy. The concern is not whether it would work
technically, but whether citizens would accept it as legitimate governance. “The algorithm decided”
lacks the felt legitimacy of “we the people decided,” even if the algorithm better achieves what the
people actually want.

The objection has real force. Legitimacy is not purely instrumental. Democratic theorists from
Rousseau to Habermas argue that the process of collective decision-making has intrinsic value. It
constitutes citizens as self-governing agents, not just welfare recipients. On this view, a benevolent
dictator who maximized welfare would still be illegitimate because citizens didn’t author their own
laws. Optimocracy might face the same objection: even if it produces better outcomes, it reduces
citizens to goal-setters rather than genuine deliberators.

We take this seriously but offer several responses:

1. Optimocracy is more democratic than the status quo, not less.

Current “democracy” produces outcomes that diverge systematically from citizen preferences.22

found that average citizens have “little or no independent influence” on policy outcomes. Economic
elites and organized interests drive policy. When citizens vote for candidates promising healthcare
reform, deficit reduction, or infrastructure investment, they get captured allocation instead.

Optimocracy delivers what citizens actually voted for. If citizens choose “maximize median income”
and the metric improves, they got what they asked for. The current system offers the ritual of

37



democracy (voting, debate, representation) while delivering the substance of oligarchy. Optimocracy
offers less ritual but more substance. Which is more legitimate?

2. Citizens retain the most important democratic choice: selecting the goal.

The fundamental democratic question is “What kind of society do we want?” It’s not “Should line
item 4,372 in the appropriations bill be $12.3 million or $12.7 million?” Optimocracy concentrates
democratic deliberation on the constitutional question (choosing the metric) while delegating
implementation to systems optimized for implementation.

This mirrors how democracy already works in domains we accept as legitimate. Citizens don’t vote
on monetary policy decisions, FDA drug approvals, or Federal Reserve interest rates. We accept
delegation to technocratic institutions for implementation while retaining democratic control over
their mandates. Optimocracy extends this principle more consistently.

3. The constitutional process for metric selection can be as deliberative as we want.

Nothing about Optimocracy requires that metric selection be a quick or shallow process. It could
involve: - Multi-year deliberation with citizen assemblies - Extensive public education about tradeoffs
between metrics - Supermajority requirements ensuring broad consensus - Sunset clauses requiring
periodic reaffirmation - Regional experimentation before national adoption

The goal is to concentrate democratic deliberation where it matters most (fundamental values and
priorities) rather than dispersing it across thousands of technical decisions where capture is easy
and citizen engagement is impossible.

4. Legitimacy evolves with demonstrated performance.

Social Security was controversial when introduced; now it’s the “third rail” of American politics,
untouchable because it demonstrably works. Formula-based COLA adjustments were once criticized
as removing democratic discretion; now they’re accepted because annual benefit battles would be
worse. Index funds were once derided as “settling for average”; now they’re the default because
active management underperforms.

Optimocracy can follow the same trajectory: controversial initially, accepted once it demonstrates
results. The key is starting with voluntary adoption, building track records, and letting legitimacy
emerge from outcomes rather than demanding it upfront.

5. The alternative is not “more democracy.” It’s continued capture.

Opponents of Optimocracy often frame the choice as “algorithmic governance vs. democratic
deliberation.” But the realistic alternative is not idealized deliberative democracy. It’s the current
system of captured allocation dressed in democratic ritual. The question is not “Do we want
algorithms or democracy?” but “Do we want captured discretion or constrained algorithms?”

Honest acknowledgment of the tension:

These responses don’t fully dissolve the legitimacy concern. There is a genuine tension between: -
Outcome legitimacy: governance is legitimate if it produces outcomes citizens want - Process
legitimacy: governance is legitimate if citizens meaningfully participate in decisions

Optimocracy prioritizes outcome legitimacy while preserving process legitimacy only at the consti-
tutional level. Citizens who value process for its own sake (preferring worse outcomes produced
democratically over better outcomes produced algorithmically) may never accept Optimocracy.
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We have no knock-down argument against this position. We can only note that as outcomes under
current governance deteriorate (infrastructure crumbles, climate change accelerates, healthcare
costs spiral, life expectancy stagnates), the revealed preference for process over outcomes will be
tested. When the choice becomes vivid (“Do you want democratic ritual with declining welfare, or
algorithmic allocation with improving welfare?”), we predict most citizens will choose outcomes.

9.5 Optimocracy vs. Direct Existential Risk Work

A sophisticated objection asks: even if Optimocracy improves routine governance, shouldn’t resources
go directly to existential risk (x-risk) mitigation (AI safety, biosecurity, nuclear security) where the
stakes are civilization-ending?

This objection misunderstands the relationship between governance and x-risk. Consider:

1. Most x-risk mitigation requires political action. AI regulation, biosecurity investment,
nuclear disarmament treaties. These aren’t technical problems awaiting solutions. They’re policy
problems blocked by the same Political Dysfunction Tax that blocks all good policy. The researchers
who develop AI alignment techniques still need governments to implement AI governance. Biosecurity
experts who identify pandemic risks still need governments to fund preparedness. Nuclear security
analysts who model deterrence still need governments to negotiate treaties.

2. Optimocracy is a meta-level intervention. Working on specific x-risks is analogous to
plugging individual leaks in a failing dam. Optimocracy replaces the dam. A well-functioning
Optimocracy would allocate appropriately to all x-risks based on expected value calculations,
including risks we haven’t yet identified. The current system systematically underinvests in low-
probability, high-consequence events because the political rewards for prevention are diffuse and
delayed while the costs are concentrated and immediate.

3. Governance improvement has multiplicative returns. Direct x-risk work affects one risk
category. Governance improvement affects every policy domain simultaneously: health, climate,
poverty, infrastructure, research funding, and existential risk. The expected value calculation favors
the intervention with the broader scope.

4. The portfolio allocation problem is itself an Optimocracy problem. How much should
society invest in AI safety vs. biosecurity vs. nuclear security vs. pandemic preparedness? This
is precisely the kind of resource allocation question Optimocracy is designed to answer. Without
a functioning mechanism for optimal allocation, even excellent x-risk research gets misallocated,
either underfunded (like pandemic preparedness pre-COVID) or misdirected (like security theater
post-9/11).

Optimocracy may be the highest-impact path to x-risk mitigation, not a competitor to it. Solving
the upstream problem of why governments don’t implement good policy makes all downstream
policy improvements more tractable. This includes x-risk mitigation itself.

10 Testable Predictions
A publishable theory must generate falsifiable predictions. This section presents predictions that
would confirm or refute the Optimocracy thesis.
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10.1 Cross-Jurisdictional Predictions

Prediction 1: Algorithmic allocation outperforms discretionary allocation in domains
with clear metrics.

• Test: Compare index fund returns vs. actively managed funds over 15+ year periods
• Expected finding: Index funds outperform 85-95% of active managers after fees
• Status: Confirmed by S&P SPIVA studies across multiple markets34

Prediction 2: Jurisdictions with more formula-based budget allocation show higher
welfare outcomes controlling for income.

• Test: Cross-country regression of welfare indices on budget discretion measures
• Expected finding: Negative coefficient on discretionary budget share
• Status: Testable but not yet rigorously tested

10.2 Within-Jurisdiction Predictions

Prediction 3: Budget categories with formula-based allocation show less capture than
discretionary categories.

• Test: Compare lobbying expenditure per dollar for formula programs (Social Security) vs. dis-
cretionary programs (defense procurement)

• Expected finding: Lower lobbying intensity for formula programs
• Status: Partially confirmed by lobbying data38

Prediction 4: Program outcomes correlate more strongly with BCR in formula systems
than discretionary systems.

• Test: Regress program outcomes on BCR estimates, interacted with discretion measure
• Expected finding: Positive coefficient on BCR × low-discretion interaction
• Status: Testable but not yet rigorously tested

10.3 Optimocracy-Specific Predictions

Prediction 5: Private Optimocracy funds will outperform traditional philanthropic
allocation on chosen metrics.

• Test: Compare QALY/, 𝑙𝑖𝑣𝑒𝑠𝑠𝑎𝑣𝑒𝑑/, or similar metrics across Optimocracy outcome funds
vs. traditional foundations

• Expected finding: Optimocracy allocation achieves significantly better metric performance
(commensurate with eliminating the Crony Tax)

• Timeline: Testable within 3-5 years of deployment

Prediction 6: Shadow Optimocracy budgets will outperform actual government budgets
in retrospective analysis.

• Test: Construct counterfactual “what if government allocated according to BCR rankings”
and compare projected outcomes

• Expected finding: Shadow budget shows 30-100% higher welfare per dollar
• Timeline: Testable immediately with existing data

Prediction 7: Gaming under Optimocracy will be less welfare-reducing than capture
under discretion.
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• Test: Compare welfare loss from documented metric gaming vs. documented capture/lobbying
• Expected finding: Gaming costs < capture costs
• Status: Requires careful empirical design

10.4 Rejection Criteria

The Optimocracy thesis would be falsified by:

1. Consistent underperformance: If metric-bound systems consistently underperform discre-
tionary systems on their target metrics

2. Gaming dominance: If gaming costs exceed 60% of potential welfare gains, eliminating
Optimocracy’s advantage

3. Capture migration: If capture at metric selection proves as damaging as capture at allocation
4. Legitimacy failure: If citizens reject algorithmic governance even after demonstrated welfare

improvements

We commit to updating or abandoning the proposal if evidence accumulates against these predictions.

11 Hybrid Architectures
Pure Optimocracy (fully metric-bound allocation) is neither feasible nor desirable for all governance
functions. A more realistic architecture combines algorithmic and democratic elements:

11.1 The Constrained Discretion Model

�����������������������������������������������������������
� ALGORITHMIC CORE �
� - Routine allocation within established categories �
� - Metric optimization with verified outcomes �
� - Rule-based enforcement �
�����������������������������������������������������������

�
�

�����������������������������������������������������������
� BOUNDED DISCRETION �
� - Novel situations outside algorithmic bounds �
� - Democratic deliberation with transparency �
� - Decisions logged and evaluated against metrics �
�����������������������������������������������������������

�
�

�����������������������������������������������������������
� CONSTITUTIONAL REVISION �
� - Metric selection and modification �
� - Fundamental institutional changes �
� - Super-majority requirements, deliberative process �
�����������������������������������������������������������

The relative size of each layer depends on institutional context and metric quality. The key principle:
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routine decisions with measurable outcomes belong in the algorithmic core; novel situations and
value conflicts flow to deliberative layers.

This architecture reserves democratic deliberation for decisions that genuinely require it while using
metric-bound allocation for routine decisions where optimization is straightforward.

11.2 Integration with Wishocracy

Optimocracy and Wishocracy address complementary problems:

Dimension Wishocracy Optimocracy

Problem solved Preference aggregation Incentive alignment
Core mechanism Pairwise comparison Metric optimization
Human role Express preferences Choose metric
Algorithm role Aggregate preferences Optimize allocation
Failure mode Preference manipulation Metric gaming

A combined system might use Wishocracy for metric selection (citizens express preferences over
welfare dimensions) and Optimocracy for metric optimization (algorithms allocate to maximize the
selected metric).

11.3 Integration with Incentive Alignment Bonds

Optimocracy provides the what; Incentive Alignment Bonds provide the how. IABs (detailed in
companion paper: Incentive Alignment Bonds: A Novel Mechanism for Aligning Political Incentives
with Public Goods) create a legal framework for rewarding politicians based on outcome metrics.
Optimocracy supplies those metrics.

The IAB Three-Layer Architecture:

IABs solve the “this is just bribery” objection through careful legal separation:

Layer Function Legal Form What It Does

A: Scoring Outcome
measurement

501(c)(3) research org Publishes Public Good Scores
based on voting records and
jurisdiction outcomes

B: Electoral Campaign support 501(c)(4), PACs, Super
PACs

Independent expenditures
favoring high-scoring
candidates

C:
Post-Office

Career incentives Foundations, think tanks Eligibility criteria for
fellowships, advisory boards,
speaking circuits

No layer directly pays politicians. Instead, universal, pre-announced rules systematically advantage
those who support welfare-improving policies. The mechanism is incentive-compatible: privately
optimal behavior (maximize career outcomes) aligns with socially optimal behavior (support good
policy).

How Optimocracy integrates with IABs:
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1. Optimocracy defines the objective function (e.g., median income growth) and publishes
recommendations for each major vote

2. Politicians vote however they choose; their alignment with recommendations is tracked
publicly

3. Verification systems measure whether the metric improved
4. IABs reward politicians proportionally to their alignment score, gated on metric improvement

Concrete example:

Event What Happens

Optimocracy publishes
recommendations

“Support HR-1234 (early childhood funding increase).” “Oppose
HR-5678 (regulatory capture provision).”

Votes recorded Senator Smith votes aligned on both (2/2 = 100%). Senator
Jones votes misaligned on both (0/2 = 0%).

Year 3: Metric measured Census Bureau, Fed, and academic institutions report median
income grew 2.1% (improvement detected)

Alignment scores calculated End-of-term totals: Smith 78% aligned with recommendations.
Jones 34% aligned.

IAB payouts Smith receives $2M (high alignment + metric improvement).
Jones receives $400K (low alignment, still gets baseline for
improvement).

Public transparency Citizens see: “Smith followed evidence-based recommendations
78% of the time. Your income grew 2.1%.”

The politician’s choice becomes simple: follow evidence-based recommendations and get paid when
they work, or follow donor preferences and face both financial loss and public accountability. IABs
convert abstract “doing the right thing” into concrete “this is how you make money.”

This creates a closed loop: politicians are paid for improving outcomes, not for satisfying donors or
winning elections.

The political index fund: Index funds outperform active management by following systematic
rules rather than stock-picking. IABs apply the same logic to politics: politicians who follow
evidence-based recommendations (the “index”) get rewarded when outcomes improve. No need for
perfect information or superhuman judgment. Just follow the recommendation, get paid for results.
This reverses the current incentive structure where following donor preferences pays better than
following citizen welfare. The recommendation is public; the outcome is measurable; the payout
is automatic. Politicians become portfolio managers whose performance is tracked against the
benchmark.

12 Political Economy: Making Reform Happen
The empirical case for Optimocracy is strong (Section 2 documented the Political Dysfunction Tax
at 20% (95% CI: 9%-39.3%) of potential welfare). But optimal policy has been documented for
decades. The question is not “what should we do?” but “how do we overcome political opposition
to doing it?”

This section develops the political economy of reform, distinguishing actors who benefit from optimal
policy from those who lose, and proposing mechanisms to convert opponents into supporters.
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12.1 The Coase Theorem Applied to Governance Reform
45 showed that in the absence of transaction costs, parties will bargain to efficient outcomes regardless
of initial property rights. The theorem suggests a strategy for governance reform:

The insight: If optimal policy generates $X in new value and those currently benefiting from
suboptimal allocation would lose $Y where $X » $Y, there exists a compensation scheme that makes
everyone better off.

Formal statement:

Let 𝑊 ∗ be welfare under optimal policy and 𝑊 be welfare under current policy. Let 𝑅 be total
rents extracted by current beneficiaries. If:

𝑊 ∗ − 𝑊 > 𝑅

Then a transfer 𝑇 exists where 𝑅 < 𝑇 < (𝑊 ∗ − 𝑊) such that:

1. Reform beneficiaries gain (𝑊 ∗ − 𝑊) − 𝑇 > 0
2. Current rent-extractors receive 𝑇 > 𝑅
3. Everyone is better off

Application to Optimocracy:

• Estimated welfare gain from optimal policy: $20-50T annually (Section 2)
• Estimated rents from suboptimal allocation: $2-5T annually (lobbying, regulatory capture,

defense spending)
• Available compensation budget: $5-15T (half the welfare gain)

This arithmetic suggests reform can be structured so everyone wins. Even those currently benefiting
from suboptimal allocation can be compensated and still leave money on the table.

12.2 A Taxonomy of Affected Parties

Not all actors have the same relationship to reform:

12.2.1 Productive Wealth Creators

Definition: Those whose wealth derives from creating value (innovation, entrepreneurship, produc-
tive investment).

Examples: Tech founders, biotech innovators, manufacturing entrepreneurs, productive investors.

Relationship to optimal policy: Strong net beneficiaries. They gain from:

• Larger economy = bigger markets
• Better health R&D = personal longevity
• Reduced existential risk = their wealth matters long-term
• Faster innovation = more opportunities

IAB role: None needed. These actors benefit without compensation.

Estimated population: ~10,000 globally with >$100M net worth from productive activity.
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12.2.2 Rent-Seekers and Extractors

Definition: Those whose income derives from current allocation patterns that would change under
optimization.

Examples: Defense contractors beyond deterrence needs, pharma incumbents protected by regula-
tory barriers, protected industries behind trade barriers, lobbyists, regulatory consultants. Aggregate
rents from suboptimal allocation are estimated at $2-5T annually across these categories (consistent
with the Crony Tax at 10% (95% CI: 5%-20%) of GDP).

Relationship to optimal policy: Losers unless compensated. IABs must compensate these actors
or they will block reform.

12.2.3 Politicians and Bureaucrats

Definition: Those with discretionary authority over resource allocation.

Current incentives: Campaign contributions, post-office career prospects, power and status from
discretion.

Relationship to optimal policy: Lose discretionary power but could gain from:

• Longer life (from accelerated medical research)
• Outcome-based compensation (via IABs)
• Legacy of reform leadership

IAB role: Critical. Politicians must be compensated for supporting reform through outcome-linked
payments.

12.3 IABs as the Coasean Buyout Mechanism

Incentive Alignment Bonds (IABs) operationalize the Coasean insight. They create a market for
political support:

Mechanism:

1. Reform coalition raises capital from those who benefit from optimal policy
2. IABs are issued promising payments to politicians/interests conditional on reform outcomes
3. Politicians support reform because expected IAB payments exceed expected lobbying

revenue
4. Outcomes are measured via Optimocracy’s oracle layer
5. Payments are made via automated rules based on outcome metrics

Why this isn’t corruption:

• Payments are contingent on public outcomes, not private favors
• The compensation scheme is transparent and disclosed
• Voters can see that politicians are paid for welfare improvements
• The mechanism aligns private incentives with public welfare

The math:
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Component Estimate Derivation

Annual welfare gain from
optimal policy

$20-50T Conservative aggregate from
Section 2 (20-40% of ~$100T
global GDP)

Share available for buyouts
(20%)

$4-10T Assumed political economy
constraint; untested

Total rents to buy out $2-5T Sum of lobbying ($3.5B/yr),
regulatory capture value, career
incentives; order-of-magnitude
estimate

Surplus after buyouts $2-5T Residual = welfare gain × buyout
share − rents

Per-politician average (535
Congress)

$4-9M/year ($2-5T) / 535 members; assumes
equal distribution

Methodological caveats:

1. Welfare gain estimate: The $20-50T figure derives from the 20-40% Political Dysfunction
Tax applied to global GDP. This represents potential gains under optimal policy, not guaranteed
achievable gains. Realistic implementation would capture a fraction.

2. Buyout share (20%): This is an assumption, not an estimate. The actual share politically
feasible for redistribution to reform opponents is unknown and would vary by jurisdiction and
reform type.

3. Rent valuation: Estimating the value of current rents (lobbying revenue, regulatory capture,
career incentives) is notoriously difficult. The $2-5T figure is an order-of-magnitude estimate
based on documented lobbying expenditures ($3.5B/year in the US), multiplied by assumed
leverage ratios and career value. Different methodologies could yield estimates differing by
5-10x.

4. Distribution assumption: The per-politician calculation assumes equal distribution across
all 535 members of Congress. In practice, committee chairs and key veto players would require
larger payments, while backbenchers might require less.

The core claim: Welfare gains from optimal policy vastly exceed the rents currently extracted,
making Coasean buyouts arithmetically feasible. The specific numbers are illustrative, not precise.

For perspective: A senator currently receives ~$174K salary plus ~$5-20M in career post-office value.
An IAB payment of $5-10M/year for supporting optimal policy would dominate current incentives.

12.4 The Cost of Political Reform: Quantifying “Political Impossibility”

Critics often dismiss governance reforms as “politically impossible.” This objection treats political
feasibility as binary rather than as a cost that can be quantified and compared to benefits. In a
companion analysis (see The Price of Political Change), we estimate the maximum plausible cost of
achieving political reform through democratic engagement.

US Political System Reform Investment (Maximum Scenarios):
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Component Cost Estimate

Match all lobbying expenditure (1.5×) $6.6B/year
Match all federal campaign spending $10B/cycle
Match full Congress career incentives
(535 × $10M NPV)

$5.35B one-time

Total US maximum reform
investment

~$25B

Global Estimates:

Region Legislators Est. Reform Investment

United States 535 $25B
European NATO ~5,000 $30B
Other major powers ~10,000 $45B
Global total ~16,000 $100-200B

ROI Analysis:

For high-net-societal-value reforms like the 1% Treaty (redirecting 1% of military spending to health
research), the ROI calculation is striking:

Political Investment Expected Benefits ROI

$25B (US maximum) $X trillion NPV >100,000:1
$200B (global maximum) $X quadrillion NPV >400,000:1

Political impossibility objections dissolve under quantitative scrutiny. The question is not “is change
possible?” but “does the cost of achieving change exceed the value created?” For reforms where
welfare gains exceed political costs by five or six orders of magnitude, the “impossibility” objection
reveals itself as an arithmetic failure, not a genuine constraint.

This analysis implies that funders treating political reform as “not worth attempting” are making
an error equivalent to refusing a 400,000:1 bet because “betting is risky.”

12.5 The Natural Reform Coalition

Reform requires three groups working together:

1. Reform advocates (philanthropists, effective altruists): Provide initial capital and legitimacy
2. Productive elites (tech founders, innovative entrepreneurs): Provide anchor capital for IABs
3. Converted rent-seekers (politicians accepting outcome-based compensation): Provide

political support

The arithmetic favors reform: welfare gains vastly exceed compensation costs, and rent-seekers in
different sectors don’t coordinate effectively. The question is whether reformers can coordinate
faster than opposition can mobilize.
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13 Implementation Pathway
Optimocracy does not require government permission for private fund allocation. The
technology exists today. The strategy: start private → demonstrate → scale.

13.1 Implementation Phases

Phase Objective Success Metric

Private Outcome
Fund

Deploy for philanthropic
capital, prove mechanism
works

Fund allocating $10M+ with verifiable
metric improvement

Shadow Tracking Generate counterfactual “what
would Optimocracy allocate?”

Shadow budget demonstrably outperforms
actual allocation

Government
Pilots

Partner with reform-minded
jurisdictions for limited-scope
pilots

3+ jurisdictions running pilots with
measurable welfare improvement

Broader
Adoption

Scale through demonstrated
success and competitive
pressure

Major jurisdiction adopts for significant
budget share

The bottleneck is not technology. Immutable rule execution, independent verification networks,
and algorithmic governance frameworks are production-ready. The bottleneck is coordination:
assembling capital, coalition members, and governance structures.

13.2 Realistic Adoption Path

Mass participation follows demonstrated results, not precedes them. Index funds started with
institutional adoption, not retail investors. Formula-based programs like Social Security COLA
were designed by policymakers, not referendums. Optimocracy will likely follow the same pattern:

1. Elite adoption: 20-50 aligned foundations and high-net-worth individuals fund proof-of-
concept

2. Demonstrated results: Transparent outcome tracking shows the mechanism works
3. Broader legitimacy: Success attracts mainstream foundations and impact investors
4. Mass participation: Eventually, retail participation becomes viable

Starting small is a feature, not a bug: a $10M outcome fund with 50 committed participants can
experiment, fail fast, and improve before scaling.

13.3 Concrete First Deployment: The GiveWell Outcome Fund

We propose a specific first deployment to make Optimocracy actionable rather than theoretical.

Target domain: Effective altruism / global health philanthropy

Why this domain: - Pre-existing infrastructure: GiveWell and similar organizations already
produce rigorous QALY/$ and lives-saved/$ estimates - Aligned stakeholders: EA community is
philosophically committed to outcome optimization over discretionary judgment - Clear metric: Lives
saved per dollar, QALYs generated per dollar - Verifiable outcomes: Mortality data in intervention
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countries is increasingly reliable - Scale: EA community allocates $1B+ annually; sufficient to
demonstrate proof of concept

Proposed structure:

Component Specification

Legal entity Nonprofit foundation with algorithmic allocation rules
Initial capital $10-50M from aligned foundations and major EA donors
Metric QALYs per dollar, verified by independent health

economists
Verification GiveWell evaluations + academic verification +

randomized outcome audits
Allocation algorithm Maximize expected QALYs subject to diversification

constraints
Governance Stakeholder voting on metric selection; algorithm

execution is automatic

Success criteria (Year 1-3): 1. Achieve measurably higher QALY/$ than comparable discretionary
foundations 2. Demonstrate transparent, auditable allocation without capture 3. Attract additional
capital based on demonstrated performance 4. Generate replicable model for other domains

Why start here:

GiveWell already functions as a verification system for global health interventions. The EA
community already optimizes for measurable outcomes. This deployment is Optimocracy with
minimal new infrastructure, primarily adding algorithmic allocation and transparent tracking to
existing evaluation frameworks.

Success here provides proof-of-concept for progressively harder domains: US healthcare allocation,
infrastructure spending, research funding, and eventually general government budgets.

13.4 The Wrapper Architecture: Why Government Adoption Isn’t Required

The implementation phases above present government adoption as the goal. But there’s a cleaner
architecture: Optimocracy as a permanent advisory layer, with IABs making its recom-
mendations expensive to ignore.

How the wrapper works:

Component Role Funding Source

Optimocracy Foundation Computes
optimal
allocations and
policy recommen-
dations

Donations, grants, impact investments
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Component Role Funding Source

Shadow Publications Publishes “what
should be
allocated” for
every budget
cycle

Included in foundation operations

IAB Campaigns Reward
politicians for
voting in line
with recommen-
dations AND
achieving
outcomes

Bond purchases from beneficiaries

Government Unchanged. Still
votes, still
implements, still
democratically
accountable

Taxpayers (as always)

Funding flow:

Citizens/Foundations → Optimocracy Foundation (operational funding)
→ IAB purchases (politician incentive funding)

↓
Politicians vote for recommended policies

↓
Outcomes measured by verification systems

↓
IAB payouts to politicians who voted correctly AND outcomes improved

Why this is better than seeking government adoption:

1. No permission needed. You’re not asking government to transfer authority. You’re
providing recommendations and incentives within existing legal frameworks.

2. Fails safe. If Optimocracy recommends something stupid, politicians can ignore it. They
miss IAB rewards, but no catastrophic harm occurs. The system degrades gracefully.

3. Already legal. This is sophisticated lobbying combined with outcome-based compensation.
No constitutional changes required.

4. Scalable. Start with recommendations on a single bill. Expand to budget categories.
Eventually cover entire budgets. Each step is independent.

5. Market-revealed demand. The amount people are willing to invest in IABs for different
policies reveals which recommendations have genuine support.

Government “adoption” of Optimocracy would be nice, but it’s not necessary. The wrapper
architecture achieves most of the benefits without requiring politicians to voluntarily surrender
discretion. Instead, it makes exercising discretion against optimal policy increasingly costly.
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The question changes from:

• “Will politicians give up power?” (hard, low probability)

To:

• “Can we fund enough IABs to make ignoring recommendations unprofitable?” (tractable,
measurable)

This reframing converts the implementation problem from a political revolution (uncertain) to a
fundraising challenge (solvable).

14 Conclusion
Discretionary governance is not failing because politicians are evil or voters are ignorant. It is failing
because the incentive structure makes capture inevitable. No amount of transparency, campaign
finance reform, or civic education can eliminate the fundamental misalignment between political
incentives and citizen welfare.

Optimocracy offers a different approach: rather than relying on systems that don’t optimize for
outcomes, introduce metric-bound allocation for decisions where optimization is feasible. Define
the objective democratically, measure outcomes rigorously, allocate algorithmically, and enforce via
transparent rules.

The precedents are encouraging. Index funds outperform active management through systematic
rules. Formula-based programs like Social Security COLA remove annual political battles. Immutable
algorithmic rules enable credible commitment that was previously impossible.

Optimocracy is not utopian. It faces real challenges: Goodhart’s Law, oracle capture, edge cases,
and democratic legitimacy. But these challenges are addressable through careful mechanism design,
hybrid architectures, and iterative implementation.

The question is not whether Optimocracy is perfect; no governance system is. The question is
whether metric-bound algorithmic allocation produces better outcomes than discretionary allocation
subject to capture. The evidence suggests it does.

14.1 What About AI?

Some may ask: won’t superintelligent AI make Optimocracy obsolete? The answer is no. Op-
timocracy is the safe architecture for AI governance. “Aligned AI” requires specifying aligned to
what. That’s metric selection, a fundamentally democratic choice, not a technical problem. Even a
superintelligent AI should operate within an Optimocracy-like structure: humans specify objectives
democratically, independent systems verify outcomes, and humans retain final approval authority.
The algorithm (whether simple optimization or AGI) proposes; humans decide. Optimocracy isn’t
replaced by better AI; it’s what makes AI governance safe. The framework scales from spreadsheet
calculations to superintelligence while preserving democratic legitimacy and human oversight.

We propose Optimocracy not as a replacement for democracy but as its fulfillment: a system where
citizens genuinely choose outcomes, not just representatives who promise outcomes and deliver
something else. Democracy selects the destination; Optimocracy ensures we actually arrive.

The urgency grows with each passing year. Deepfakes are eroding the shared factual basis democracy
requires. Policy complexity increasingly exceeds human cognitive capacity. AI-accelerated influence
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operations will make capture orders of magnitude cheaper and more effective. The tribal epistemology
that already interprets identical videos along partisan lines will have no ground truth whatsoever
once synthetic media becomes indistinguishable from authentic footage. Optimocracy offers an exit
from this epistemic collapse: outcomes you can measure, not narratives you must trust. Aggregate
statistics from multiple independent sources provide unfalsifiable ground truth. Median income
either rose or it didn’t. The metric either improves or it doesn’t. That fact provides a foundation
for governance when all other foundations have eroded.

15 Appendix A: Technical Specification Sketch

15.1 Execution Architecture

The allocation mechanism can be implemented as self-executing agreements that ensure, once
parameters are set, allocation follows the algorithm without requiring ongoing human intervention.
The key components are:

1. Constitutional parameters: The optimization metric, weighting scheme, and amendment
thresholds

2. Verification integration: Interface with independent data sources for metric values
3. Allocation execution: Algorithm that computes optimal allocations based on current metric

data
4. Disbursement: Automatic fund distribution to designated recipients

The system requires supermajority agreement to modify constitutional parameters, ensuring stability
while allowing adaptation to changed circumstances.

15.2 Verification System Specification

Verification systems must provide:

1. Metric value: Current measured value of optimization target
2. Confidence interval: Uncertainty bounds on measurement
3. Timestamp: When measurement was taken
4. Methodology documentation: Published commitment to measurement methodology

Multiple verification sources are aggregated using median or stake-weighted average to resist
manipulation.

15.3 Budget and Policy Optimization: Two Complementary Frameworks

Optimocracy optimizes governance through two complementary mechanisms, each addressing a
different aspect of the welfare-maximization problem.

15.3.1 Budget Optimization: The Optimal Budget Generator (OBG) Framework

The Optimal Budget Generator (OBG) framework answers: “How should we allocate the
budget to maximize welfare?”

Each spending category has an optimal level - not just a marginal return. Too little means
underinvestment and foregone welfare gains; too much means diminishing returns. But unlike
the Recommended Daily Allowance for nutrients (where you can meet all targets simultaneously),
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budget allocation is zero-sum: spending more on one category means less for others. OBG generates
integrated recommendations that balance these tradeoffs.

Spending Level Health Analogy Budget Interpretation

Below optimal Vitamin deficiency Foregone welfare gains
At optimal Recommended daily

allowance
Maximum return per dollar

Above optimal Diminishing returns /
toxicity

Waste, opportunity cost

The OBG framework combines three evidence sources:

1. Reference country benchmarking: What do high-performing peer countries spend?
2. Diminishing returns modeling: Where is the “knee” of the spending-outcome curve?
3. Cost-effectiveness threshold analysis: Which interventions pass standard health economics

thresholds?

The Budget Impact Score (BIS) measures our confidence in each category’s target estimate
based on the quality of causal evidence. Categories with strong RCT evidence have high BIS;
categories with only cross-sectional correlations have low BIS.

Example output:

Category Current Target Gap Evidence

Vaccinations $8B $35B +$27B A (RCTs)
Basic research $45B $90B +$45B B (spillovers)
Military $850B $459B -$391B C (benchmarks)

For the complete methodology including estimation procedures, validation framework, and worked
examples, see Optimal Budget Generator Specification.

15.3.2 Policy Optimization: The Policy Impact Score (PIS) Framework

The Policy Impact Score (PIS) framework answers: “Which policy reforms would most improve
welfare outcomes?”

This extends beyond budget allocation to evaluate all policies: laws, regulations, taxes, and
administrative rules. Budget reallocation alone cannot fix structural inefficiencies:

Problem Type Example Budget Optimization Handles?

Program allocation Too little
preventive care

Yes (reallocate budget)

Administrative overhead $812B/year US
billing costs

No (requires regulatory reform)

Drug pricing US pays 256%
of OECD
average

No (requires policy change)
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PIS uses quasi-experimental methods (synthetic control, difference-in-differences, regression dis-
continuity) to estimate causal effects of policy changes across centuries of variation in hundreds of
jurisdictions.

Example output:

Policy Reform Effect on Outcome Evidence Grade

Tobacco tax (+$1/pack) -8.2 pp smoking rate A (synthetic control)
Seat belt laws (primary) -1.8 traffic deaths/100K A (DiD, 47 states)
Occupational licensing +2-3% consumer prices B (cross-state variation)

For the complete methodology including database schema, Bradford Hill criteria mapping, and
validation framework, see Optimal Policy Generator Specification.

15.3.3 How They Work Together

Framework Unit of Analysis Primary Output Key Question

OBG/BIS Spending category Integrated budget
recommendations

How much to spend?

PIS Policy/regulation Ranked reforms by
impact

Which policies to
adopt?

Both frameworks feed into the Constitutional Layer, which binds governance to evidence-based
decision rules rather than discretionary judgment:

+----------------------------------------------------------+
| CONSTITUTIONAL LAYER |
| Citizens vote on metrics (median income, QALYs, etc.) |
+----------------------------------------------------------+

| |
v v

+------------------------+ +------------------------+
| Budget Optimization | | Policy Optimization |
| (OBG/BIS Framework) | | (PIS Framework) |
| | | |
| Determines: | | Determines: |
| - Optimal spending | | - Which reforms |
| levels per category| | improve welfare |
| - Investment gaps | | - Priority ranking |
| - Reallocation | | - Pilot candidates |
| priorities | | |
+------------------------+ +------------------------+

| |
+------------+ +--------------+

| |
v v
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+---------------------------+
| ORACLE VERIFICATION |
| Independent measurement |
| of actual outcomes |
+---------------------------+

The Political Dysfunction Tax (estimated at 20% (95% CI: 9%-39.3%) of potential welfare) arises
from both misallocation (wrong spending levels) and bad policy (welfare-reducing regulations).
Addressing both requires both frameworks working together.

15.4 Algorithmic Governance Threat Model

Any honest assessment of algorithmic governance must acknowledge potential failure modes and
attack surfaces:

15.4.1 Known Failure Modes

Attack Vector Risk Mitigation Residual Risk

Verification
manipulation

Corrupting
data feeds
to trigger
favorable
allocations

Multi-source
aggregation,
time-weighted averages,
circuit breakers

High: fundamental challenge

Parameter exploitation Gaming
system
rules
through
edge cases

Formal verification,
economic audits

Medium: novel attacks
possible

Administrative
compromise

Capturing
upgrade or
amendment
authority

Multi-party approval,
time-locks,
transparency
requirements

Medium: key management
remains hard

Implementation errors Software
bugs
leading to
unintended
behavior

Code audits, gradual
deployment, bug
bounties

Medium: novel variants
emerge

15.4.2 Why “Immutable Rules” Are Insufficient

The naive view that immutable algorithmic rules eliminate discretion ignores:

1. Deployment discretion: Someone chooses the initial parameters, metric definitions, and
verification sources

2. Upgrade mechanisms: Production systems require bug fixes; upgrade authority creates
capture risk

3. Real-world dependencies: Execution (disbursing funds to researchers) requires trusted
intermediaries
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4. Legal layer: States can mandate changes, freeze assets, or prosecute operators regardless of
rules

15.4.3 Realistic Security Properties

Optimocracy does not claim to eliminate all governance risk. It claims to:

1. Raise attack costs: Capturing multiple independent verification sources costs more than
lobbying a committee

2. Increase transparency: All allocation rules are public and auditable
3. Reduce discretionary surface: Fewer decision points where capture can occur
4. Enable credible commitment: Harder (not impossible) to deviate from stated rules

The honest comparison isn’t “algorithmic governance vs. perfect security.” It’s “algorithmic
governance vs. Congress.” Algorithmic system failures are visible, embarrassing, and spawn better
security practices. Congressional capture is invisible, legal, and permanent. The Farm Bill has been
getting worse since 1933. Neither is perfect, but one system learns from failures.

15.4.4 Defense-in-Depth Architecture

Production Optimocracy systems should implement:

1. Formal verification of core allocation logic
2. Economic audits modeling incentive-compatible attacks
3. Gradual deployment with value caps that increase as the system proves reliable
4. Circuit breakers that pause allocation if metrics move anomalously
5. Human oversight layer for handling edge cases and emergencies
6. Insurance pools funded by a percentage of allocations
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